Math 217: Summary of Change of Basis and All That...
Professor Karen E Smith

I. Coordinates.

Let $V$ be a vector space with basis $B = \{\vec{v}_1, \ldots, \vec{v}_n\}$.

Every element $\vec{x}$ in $V$ can be written uniquely as a linear combination of the basis elements:

$$\vec{x} = a_1 \vec{v}_1 + a_2 \vec{v}_2 + \cdots + a_n \vec{v}_n.$$ 

The scalars $a_i$’s can be recorded in a column vector, called the coordinate column vector of $\vec{x}$ with respect to the basis $B$:

$$\begin{bmatrix} a_1 \\ a_2 \\ \vdots \\ a_n \end{bmatrix}.$$ 

We use the notation $[\vec{x}]_B$ to denote this column. For short, we also call this column the “$B$-coordinates” of $\vec{x}$.

Every vector $\vec{x}$ corresponds to exactly one such column vector in $\mathbb{R}^n$, and vice versa. That is, for all intents and purposes, we have just identified the vector space $V$ with the more familiar space $\mathbb{R}^n$.

**Example I:** The vector space $P_2$ of polynomials of degree $\leq 2$ consists of all expressions of the form $a + bx + cx^2$. Here, the choice of the basis $\{1, x, x^2\}$ gives an isomorphism identifying $P_2$ with $\mathbb{R}^3$:

$$P_2 \rightarrow \mathbb{R}^3 \quad a + bx + cx^2 \mapsto \begin{bmatrix} a \\ b \\ c \end{bmatrix}.$$ 

The formal mathematical statement is that the mapping

$$V \rightarrow \mathbb{R}^n \quad \vec{x} \mapsto [\vec{x}]_B$$

is an isomorphism of vector spaces.\(^2\) This is deeper than just matching up the elements of $V$ and $\mathbb{R}^n$. More is true: the way we add and scalar multiply also match up:

$$[\vec{x} + \vec{y}]_B = [\vec{x}]_B + [\vec{y}]_B \quad \text{and} \quad [c\vec{x}]_B = c[\vec{x}]_B.$$ 

**Summary of I:**

**By choosing a basis, a vector space of dimension $n$ can be identified with $\mathbb{R}^n$. This is one important reason bases are useful!**

---

\(^1\)With help from the students of Math 217, Section 5, Fall 2015, especially Christina Bolea, Suki Dasher, Beldon Lin, Stephen Lisius and Jordan Zhu, and Section 3, Winter 2017, especially Kai Xuan Shau.

\(^2\)To practice definitions and easy proofs, you should recall the formal definition of isomorphism and verify this!
II. Comparing Coordinates in Different Bases.

What if we choose a different basis \( \mathcal{A} = \{ \vec{u}_1, \ldots, \vec{u}_n \} \) for \( V \)? Of course, this gives a different identification of \( V \) with \( \mathbb{R}^n \), namely

\[
V \rightarrow \mathbb{R}^n \quad \vec{x} \mapsto [\vec{x}]_{\mathcal{A}}.
\]

Now there are two different ways of writing each vector \( \vec{x} \) in \( V \) as a column vector, namely

\[
[\vec{x}]_{\mathcal{A}} \quad \text{and} \quad [\vec{x}]_{\mathcal{B}}.
\]

How are these columns related?

The secret is that there is an \( n \times n \) matrix \( S \) such that

\[
S [\vec{x}]_{\mathcal{B}} = [\vec{x}]_{\mathcal{A}}.
\]

You should think of the matrix \( S \) as a machine that takes the \( \mathcal{B} \)-coordinate column of each vector \( \vec{x} \) and converts it (by multiplication) into the \( \mathcal{A} \)-coordinate column of \( \vec{x} \). This special matrix \( S \) is called the change of basis matrix\(^3\) from \( \mathcal{B} \) to \( \mathcal{A} \). It can also be denoted \( S_{\mathcal{B} \rightarrow \mathcal{A}} \) to emphasize that \( S \) operates on \( \mathcal{B} \)-coordinates to produce \( \mathcal{A} \)-coordinates.

But how do we find \( S_{\mathcal{B} \rightarrow \mathcal{A}} \)? I recommend carefully memorizing the following definition:

**Definition II:** The change of basis matrix from \( \mathcal{B} \) to \( \mathcal{A} \) is the \( n \times n \) matrix \( S_{\mathcal{B} \rightarrow \mathcal{A}} \) whose columns are the elements of \( \mathcal{B} \) expressed in \( \mathcal{A} \). That is,

\[
S_{\mathcal{B} \rightarrow \mathcal{A}} = [\vec{v}_1]_\mathcal{A} [\vec{v}_2]_\mathcal{A} \cdots [\vec{v}_n]_\mathcal{A}.
\]

---

**Example II.** Another basis for \( \mathcal{P}_2 \) is \( \mathcal{A} = \{ x + 1, x - 1, 2x^2 \} \). The change of basis matrix from \( \mathcal{B} = \{ 1, x, x^2 \} \) to \( \mathcal{A} \) is

\[
S = \begin{bmatrix}
1/2 & 1/2 & 0 \\
-1/2 & 1/2 & 0 \\
0 & 0 & 1/2
\end{bmatrix}.
\]

Consider the element \( f = a + bx + cx^2 \). Then \( [f]_{\mathcal{B}} = \begin{bmatrix} a \\ b \\ c \end{bmatrix} \) and

\[
[f]_\mathcal{A} = S[f]_{\mathcal{B}} = \begin{bmatrix}
1/2 & 1/2 & 0 \\
-1/2 & 1/2 & 0 \\
0 & 0 & 1/2
\end{bmatrix} \begin{bmatrix} a \\ b \\ c \end{bmatrix} = \begin{bmatrix} (a + b)/2 \\ (b - a)/2 \\ c/2 \end{bmatrix}.
\]

This represents the fact that \( f \) can also be written as

\[
\frac{a+b}{2}(x+1) + \frac{b-a}{2}(x-1) + \frac{c}{2}(2x^2).
\]

---

\(^3\)"change of coordinates matrix" might be a better name, since it is the coordinates we actually change, but we stick the book’s name.
**Caution:** Do not confuse the roles of the bases $A$ and $B$ in Definition II. Of course, we could also convert from $A$-coordinates to $B$-coordinates in the same way, but the matrix that does this, denoted $S_{A \rightarrow B}$, is not the same matrix as $S_{B \rightarrow A}$. To check your understanding, be sure you see why

$$S_{A \rightarrow B} = S_{B \rightarrow A}^{-1}.$$ 

**The Secret Revealed:** Why is the change of coordinates mapping

$$\mathbb{R}^n \to \mathbb{R}^n \quad [\mathbf{x}]_B \mapsto [\mathbf{x}]_A$$

given by matrix multiplication? Put differently, how do we know that it is a linear transformation? 

The point is that the change-of-coordinates map is the composition of the maps from Section I:

$$\mathbb{R}^n \to V \to \mathbb{R}^n$$

$$[\mathbf{x}]_B \mapsto \mathbf{x} \mapsto [\mathbf{x}]_A.$$ 

Both these identifications are isomorphisms, so their composition is also an isomorphism. In particular it is a linear transformation $\mathbb{R}^n \to \mathbb{R}^n$. As you know, every linear transformation $\mathbb{R}^n \to \mathbb{R}^n$ is given by matrix multiplication.

**Check Your Understanding II:** To better understand Definition II, we compute the columns of $S$ directly. Remember that $S_{B \rightarrow A}$ “eats” $B$-coordinates and “spits out” $A$-coordinates via the matrix multiplication

$$S_{B \rightarrow A} \mathbf{v}_j = [\mathbf{v}_j]_A.$$ 

So in particular, for each basis element $\mathbf{v}_j$ in $B$, we have 

$$S_{B \rightarrow A} [\mathbf{v}_j]_B = [\mathbf{v}_j]_A.$$

But what is $[\mathbf{v}_j]_B$? It is of course the standard unit column vector $\mathbf{e}_j$! This says 

$$S_{B \rightarrow A} \mathbf{e}_j = [\mathbf{v}_j]_A.$$ 

But for any matrix, including $S_{B \rightarrow A}$, multiplying by $\mathbf{e}_j$ will produce its $j$-th column. This confirms that $j$-th column of $S_{B \rightarrow A}$ is precisely $\mathbf{v}_j$ expressed in $A$-coordinates.

**Summary of II:**

The change of basis matrix $S_{B \rightarrow A}$ is the matrix whose $j$-th column is $[\mathbf{v}_j]_A$, where $\mathbf{v}_j$ is the $j$-th basis element of $B$. For every vector $\mathbf{x}$ in $V$, we have 

$$S_{B \rightarrow A} [\mathbf{x}]_B = [\mathbf{x}]_A.$$ 

---

4Be sure you can prove this easy fact!
III. Using Bases to Represent Transformations.

Let \( T : V \to V \) be a linear transformation. The choice of basis \( B \) for \( V \) identifies both the source and target of \( T \) with \( \mathbb{R}^n \). Thus \( T \) gets identified with a linear transformation \( \mathbb{R}^n \to \mathbb{R}^n \), and hence with a matrix multiplication. This matrix is called the matrix of \( T \) with respect to the basis \( B \). It is easy to write down directly:

**Definition III:** The matrix of \( T \) in the basis \( B = \{ \vec{v}_1, \ldots, \vec{v}_n \} \) is the \( n \times n \) matrix

\[
[T]_B = [T(\vec{v}_1)]_B \quad [T(\vec{v}_2)]_B \quad \ldots \quad [T(\vec{v}_n)]_B,
\]

whose columns are the vectors \( T(\vec{v}_i) \) expressed in the basis \( B \).

This matrix is helpful for computation. Take any \( \vec{x} \in V \). To compute \( T(\vec{x}) \), we simply convert \( \vec{x} \) to the column vector \( [\vec{x}]_B \), then multiply by the \( n \times n \) matrix \( [T]_B \). This gives a column vector which represents the element \( T(\vec{x}) \) in the basis \( B \). That is:

\[
[T(\vec{x})]_B = [T]_B[\vec{x}]_B.
\]

**Example III:** Consider the linear transformation \( D : \mathcal{P}_2 \to \mathcal{P}_2 \) that sends \( f \) to \( \frac{df}{dx} \). The matrix of \( D \) in the basis \( B = \{ 1, x, x^2 \} \) is

\[
[D]_B = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 2 \\
0 & 0 & 0
\end{bmatrix}.
\]

So differentiation is identified with the matrix multiplication:

\[
[D(a + bx + cx^2)]_B = [D]_B[a + bx + cx^2]_B = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 2 \\
0 & 0 & 0
\end{bmatrix} \begin{bmatrix}
a \\
b \\
c
\end{bmatrix} = \begin{bmatrix}
b \\
2c \\
0
\end{bmatrix}.
\]

This represents the fact that \( \frac{d}{dx}(a + bx + cx^2) = b + 2cx \).

**Check your understanding:** For \( [T]_B \) defined as in Definition III, you should verify the formula

\[
[T(\vec{x})]_B = [T]_B[\vec{x}]_B
\]

for all vectors \( \vec{x} \) in \( V \). A good first step is to check this formula for the elements \( \vec{v}_i \) in the basis \( B \). Do you see why knowing the formula for the basis elements implies it for all \( \vec{x} \)?

**Summary of III:** Let \( V \to V \) be a linear transformation. The choice of basis \( B \) identifies both the source and target with \( \mathbb{R}^n \), and therefore the mapping \( T \) with matrix multiplication by \( [T]_B \). The matrix \( [T]_B \) is easy to remember: its \( j \)-th column is \( [T(\vec{v}_j)]_B \).

---

\(^5\)Our textbook in Math 217 only uses matrices to represent linear transformations from a vector space to itself. You might want to think about how these ideas can be naturally extended to any linear transformation \( V \to W \).
IV. Comparing Matrices of a Transformation in Different Bases.

How are the matrices of the same transformation in two different bases related?

Fix a linear transformation \( V \xrightarrow{T} V \). The choice of a basis \( \mathcal{B} \) identifies this map with the matrix multiplication \( \mathbb{R}^n \to \mathbb{R}^n \ [\vec{x}]_\mathcal{B} \mapsto [T]_\mathcal{B} [\vec{x}]_\mathcal{B} \).

A different basis \( \mathcal{A} \) gives a different representation of \( T \):
\[
\mathbb{R}^n \to \mathbb{R}^n \ [\vec{x}]_\mathcal{A} \mapsto [T]_\mathcal{A} [\vec{x}]_\mathcal{A}.
\]

What is the relationship between the two \( n \times n \) matrices \( [T]_\mathcal{A} \) and \( [T]_\mathcal{B} \)?

The next theorem answers this question. I recommend memorizing it carefully.

**Theorem IV:** Let \( S_{\mathcal{B} \to \mathcal{A}} \) be the change of basis matrix from \( \mathcal{B} \) to \( \mathcal{A} \). Then we have a matrix equality:

\[
[T]_\mathcal{B} = S_{\mathcal{B} \to \mathcal{A}}^{-1} [T]_\mathcal{A} S_{\mathcal{B} \to \mathcal{A}} \quad \text{or equivalently} \quad S_{\mathcal{B} \to \mathcal{A}} [T]_\mathcal{B} = [T]_\mathcal{A} S_{\mathcal{B} \to \mathcal{A}}.
\]

**Example IV:** We continue the example from III. Using the basis \( \mathcal{A} = \{x + 1, x - 1, 2x^2\} \) instead of \( \mathcal{B} \), the matrix of the differentiation map \( D \) is

\[
[D]_\mathcal{A} = \begin{bmatrix}
1/2 & 1/2 & 2 \\
-1/2 & -1/2 & 2 \\
0 & 0 & 0
\end{bmatrix}.
\]

The matrices \( [D]_\mathcal{A} \) and \( [D]_\mathcal{B} \) are related by

\[
[D]_\mathcal{B} = S_{\mathcal{B} \to \mathcal{A}}^{-1} [D]_\mathcal{A} S_{\mathcal{B} \to \mathcal{A}}
\]

where \( S_{\mathcal{B} \to \mathcal{A}} \) is the change of basis matrix from \( \mathcal{A} \) to \( \mathcal{B} \) so its columns are easy to find:

\[
S_{\mathcal{B} \to \mathcal{A}}^{-1} = \begin{bmatrix}
1 & -1 & 0 \\
1 & 1 & 0 \\
0 & 0 & 2
\end{bmatrix}.
\]

**Proof of Theorem IV:** We want to prove

\[
S_{\mathcal{B} \to \mathcal{A}} [T]_\mathcal{B} = [T]_\mathcal{A} S_{\mathcal{B} \to \mathcal{A}}.
\]

These are two \( n \times n \) matrices we want to show are equal. We do this column by column, by multiplying each matrix by the standard unit column vector \( \vec{e}_j \) (on the right).

We first compute \( S_{\mathcal{B} \to \mathcal{A}} [T]_\mathcal{B} \vec{e}_j \). Remember that \( \vec{e}_j = [\vec{v}_j]_\mathcal{B} \). By definition of the matrix of \( T \) with respect to \( \mathcal{B} \),

\[
[T]_\mathcal{B} \vec{e}_j = [T]_\mathcal{B} [\vec{v}_j]_\mathcal{B} = [T(\vec{v}_j)]_\mathcal{B}.
\]

But now multiplying by the change of basis matrix gives

\[
S_{\mathcal{B} \to \mathcal{A}} [T(\vec{v}_j)]_\mathcal{B} = [T(\vec{v}_j)]_\mathcal{A}.
\]

This is the \( j \)-th column of the matrix \( S_{\mathcal{B} \to \mathcal{A}} [T]_\mathcal{B} \).
We now compare this column to the \( j \)-th column of \( [T]_A S \), or \( [T]_A S_{B\rightarrow A} \vec{e}_j \). Again, since \( \vec{e}_j = [\vec{v}_j]_B \),

\[
S \vec{e}_j = S_{B\rightarrow A} [\vec{v}_j]_B = [\vec{v}_j]_A.
\]

by definition of the change of basis matrix \( S \). Multiplying by the matrix of \( T \) with respect to \( A \), we will get \( T(\vec{v}_j) \) expressed in the basis \( A \). That is,

\[
[T]_A S_{B\rightarrow A} \vec{e}_j = [T]_A [\vec{v}_j]_A = [T(\vec{v}_j)]_A.
\]

This is the \( j \)-th column of the matrix \( [T]_A S_{B\rightarrow A} \). We conclude the matrices \( S_{B\rightarrow A} [T]_B = [T]_A S_{B\rightarrow A} \) must be equal, since the corresponding columns are equal. DONE!

CHECK YOUR UNDERSTANDING: It is good exercise to multiply each of the products

\[
S_{B\rightarrow A} [T]_B \quad \text{and} \quad [T]_A S_{B\rightarrow A}.
\]

by any column on the right. You should think of the column as representing some vector in the basis \( B \), since both \( S \) and \( [T]_B \) “act on” \( B \)-columns. What happens when each matrix product acts?  

---

**Summary of Sections I, II, III, and IV on Change of Basis and All That:**

I. **Choosing a Basis** \( B \), we identify \( V \) with \( \mathbb{R}^n \). Each vector \( \vec{x} \) is identified with its column vector \( [\vec{x}]_B \) of \( B \)-coordinates.

II. **The Transformation** \( V \xrightarrow{T} V \) gets identified with matrix multiplication by the \( B \)-matrix. The \( B \)-matrix is denoted \( [T]_B \). It is easy to find: the \( j \)-th column is \( T(\vec{v}_j) \) expressed in \( B \).

III. **If we instead choose a different basis** \( A \), we get a different identification of \( V \) with \( \mathbb{R}^n \). These identifications are related to each other as follows:

\[
S_{B\rightarrow A} [\vec{x}]_B = [\vec{x}]_A
\]

where \( S_{B\rightarrow A} \) is the change of basis matrix from \( B \) to \( A \). The matrix \( S_{B\rightarrow A} \) is easy to find: its \( j \)-th column is the \( j \)-th element of \( B \) expressed in \( A \).

IV. **Likewise, the** \( A \)-matrix and \( B \)-matrix of a linear transformation \( T \) are related by

\[
S_{B\rightarrow A} [T]_B = [T]_A S_{B\rightarrow A}.
\]

---

\( ^6 \)Here is the answer if you got stuck: We first see what \( S_{B\rightarrow A} [T]_B \) does to columns by first multiplying by \( [T]_B \), then by \( S_{B\rightarrow A} \). Since \( [T]_B \) “eats” \( B \)-columns, we think of the column as the \( B \)-coordinates \( [\vec{x}]_B \) of some vector \( \vec{x} \) in \( V \). The whole point of the \( B \)-matrix of \( T \) is that the matrix product \( [T]_B [\vec{x}]_B \) represents \( T(\vec{x}) \) again, but as a column, expressed in the basis \( B \), namely \( [T(\vec{x})]_B \). Multiplying now by \( S_{B\rightarrow A} \) changes the \( B \)-coordinates to \( A \)-coordinates, so that \( S[T(\vec{x})]_B = [T(\vec{x})]_A \). Putting these together, we have

\[
S_{B\rightarrow A} [T]_B [\vec{x}]_B = [T(\vec{x})]_A.
\]

You should similarly think through the meaning of the matrix product \( [T]_A S_{B\rightarrow A} [\vec{x}]_B \): what each matrix does to columns and what it means. We get the same result:

\[
[T]_A S_{B\rightarrow A} [\vec{x}]_B = [T]_A [\vec{x}]_A = [T(\vec{x})]_A.
\]
V. Choosing Bases Wisely.

Why choose one basis over another?

Depending on your problem or data, one basis may be more convenient or illuminating.

For example, working with an orthonormal basis is often simpler.\(^7\) If \(A = \{\vec{u}_1, \vec{u}_2, \ldots, \vec{u}_n\}\) is orthonormal, then it is especially easy to write vectors in the basis \(A\). The coordinates of \(\vec{x}\) in \(\{\vec{u}_1, \vec{u}_2, \ldots, \vec{u}_n\}\) will be

\[
[\vec{x}]_A = \begin{bmatrix}
\vec{x} \cdot \vec{u}_1 \\
\vec{x} \cdot \vec{u}_2 \\
\vdots \\
\vec{x} \cdot \vec{u}_n
\end{bmatrix}.
\]

By contrast, if we try to write \(\vec{x}\) in a non-orthnormal basis, we might have to work hard to find the coordinates, perhaps by solving a big linear system. An orthonormal basis is also helpful for computing projections.

The change of basis matrix \(S_{B \rightarrow A}\) from any basis \(B = \{\vec{v}_1, \ldots, \vec{v}_n\}\) to an orthonormal basis is likewise easy to find: the \(ij\)-th entry will be \(\vec{u}_i \cdot \vec{v}_j\). And more: if we used Gram Schmidt process to get the new basis, the change of basis matrix will be upper triangular.

**EXAMPLE V:** Let \(V\) be the subspace of \(\mathbb{R}^3\) spanned by \(\vec{v}_1 = \begin{bmatrix} 3 \\ 0 \\ 4 \end{bmatrix}\) and \(\vec{v}_2 = \begin{bmatrix} 1 \\ 1 \\ 1 \end{bmatrix}\). Using the Gram Schmidt orthogonalization process, we find a new basis \(\{\vec{u}_1, \vec{u}_2\} = \{\begin{bmatrix} 3/5 \\ 0 \\ 4/5 \end{bmatrix}, \frac{1}{\sqrt{26}} \begin{bmatrix} 4/5 \\ 5 \\ -3/5 \end{bmatrix}\}\), which is orthonormal.

The change of basis matrix from \(\{\vec{v}_1, \vec{v}_2\}\) to \(\{\vec{u}_1, \vec{u}_2\}\) is easy to find:

\[
S = \begin{bmatrix}
\vec{v}_1 \cdot \vec{u}_1 & \vec{v}_2 \cdot \vec{u}_1 \\
\vec{v}_1 \cdot \vec{u}_2 & \vec{v}_2 \cdot \vec{u}_2
\end{bmatrix} = \begin{bmatrix}
5/3 & 7/5 \\
0 & \sqrt{26}/5
\end{bmatrix}.
\]

We can write the vector \(\vec{v} = \begin{bmatrix} 2 \\ -1 \\ 3 \end{bmatrix}\), for example, as a column using \(\{\vec{v}_1, \vec{v}_2\}\) or \(\{\vec{u}_1, \vec{u}_2\}\). In the basis \(\{\vec{v}_1, \vec{v}_2\}\), this is easy: \([\vec{v}]_{\vec{v}_1, \vec{v}_2} = \begin{bmatrix} 1 \\ -1 \end{bmatrix}\). In the basis \(\{\vec{u}_1, \vec{u}_2\}\), we can use

\[
[\vec{v}]_{\vec{u}_1, \vec{u}_2} = S[\vec{v}]_{\vec{v}_1, \vec{v}_2} = \begin{bmatrix}
1/5 & 7/5 \\
0 & \sqrt{26}/5
\end{bmatrix} \begin{bmatrix} 1 \\ -1 \end{bmatrix} = \begin{bmatrix} -6/5 \\ -\sqrt{26}/5 \end{bmatrix}.
\]

This represents the fact \(\vec{v}\) can be written as \(-8/5 \vec{u}_1 + \sqrt{20}/5 \vec{u}_2\). Check it!

---

\(^7\)Note: orthonormality only makes sense in \(\mathbb{R}^n\), or some other inner product space.
Another nice basis is an eigenbasis. An eigenbasis for a linear transformation \( V \xrightarrow{T} V \) is one in which the matrix is diagonal.\(^8\) If the matrix of \( T \) is diagonal in a basis \( \mathcal{B} = \{ \vec{v}_1, \vec{v}_2, \ldots \vec{v}_n \} \), say

\[
[T]_{\mathcal{B}} = \begin{bmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \lambda_n
\end{bmatrix},
\]

then this says exactly that \( T(\vec{v}_i) = \lambda_i \vec{v}_i \). That is, that the basis \( \mathcal{B} \) consists of eigenvectors for \( T \) [Make sure you see why!] Geometrically, we see \( T \) is stretching (or contracting) \( \vec{v}_i \) by the scalar \( \lambda_i \). The directions of stretching are the eigenvectors and the stretching factors \( \lambda_i \) are eigenvalues.

**Example VB:** Let \( \mathbb{R}^n \xrightarrow{T} \mathbb{R}^n \) be multiplication by the \( n \times n \) matrix \( A \). Suppose that \( \mathcal{B} = (\vec{v}_1, \ldots, \vec{v}_n) \) is an eigenbasis for \( T_A \), with eigenvalues \( \lambda_1, \ldots, \lambda_n \) (possibly repeated). Then

\[
[T]_{\mathcal{B}} = \begin{bmatrix}
\lambda_1 & 0 & 0 & \cdots & 0 \\
0 & \lambda_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & \lambda_n
\end{bmatrix},
\]

is a diagonal matrix. Comparing the matrices of this transformation in the standard basis \( \mathcal{A} = (\vec{e}_1, \ldots, \vec{e}_n) \) and the eigenbasis \( \mathcal{B} = (\vec{v}_1, \ldots, \vec{v}_n) \), we have

\[
[T]_{\mathcal{B}} = S_{\mathcal{A} \rightarrow \mathcal{B}} [T]_A S_{\mathcal{B} \rightarrow \mathcal{A}}.
\]

On the other hand, it is easy to check (do it!) that \( S_{\mathcal{B} \rightarrow \mathcal{A}} = [\vec{v}_1 \ldots \vec{v}_n] \) and that \( S_{\mathcal{A} \rightarrow \mathcal{B}} \) is its inverse. And of course, \( [T]_A = A \) [be sure you see why!]. So this statement can be written

\[
S^{-1} A S = D
\]

where \( D \) is the diagonal matrix formed by the eigenvalues of \( A \) and \( S \) is the matrix formed by the corresponding (linearly independent) eigenvectors. Writing an expression like this is called diagonalizing the matrix \( A \). Caution: Not every matrix can be diagonalized because not even transformation has an eigenbasis!

---

**Summary of V.** Depending on the problem we are trying to solve, the choice of a convenient basis can make things much clearer.

**Orthonormal bases** (which always exist) are nice because it is easy to find the coordinates of any vector in an orthonormal basis (by using dot product).

An eigenbasis is nice for analyzing a given transformation \( T \), because the matrix of \( T \) in an eigenbasis will be diagonal. However, some transformations do not have eigenbases.

---

\(^8\) Not every linear transformation has an eigenbasis, but as you can imagine, it is much easier to understand a linear transformation that does.
VI. Another Use of the change of basis Matrix.

The change of basis matrix has another use in the special case where \( V \) is a subspace of \( \mathbb{R}^d \).

Suppose \( V \) is a subspace of \( \mathbb{R}^d \) with basis \( B = \{ \vec{v}_1, \ldots, \vec{v}_n \} \). Each \( \vec{v}_j \) is a column vector, so we can line them up into a \( d \times n \) matrix \([\vec{v}_1 \ldots \vec{v}_n]\).

Another basis for \( V \), say \( A = \{ \vec{u}_1, \ldots, \vec{u}_n \} \), will give another \( d \times n \) matrix \([\vec{u}_1 \ldots \vec{u}_n]\). What is the relationship between these two \( d \times n \) matrices?

The following theorem gives the answer. I recommend you memorize it.

**Theorem VI:** Let \( S \) be the change of basis matrix from \( B \) to \( A \). Then we have a matrix equality

\[
\begin{bmatrix}
\vec{v}_1 \\
\vdots \\
\vec{v}_n
\end{bmatrix} = \begin{bmatrix}
\vec{u}_1 \\
\vdots \\
\vec{u}_n
\end{bmatrix} S_{B \rightarrow A}.
\]

On the right side of the equation, we are taking the product of a \( d \times n \) and an \( n \times n \) matrix.

**Example VI:** We continue with Example V. The space \( V \subset \mathbb{R}^3 \) has basis \( \{ \vec{v}_1, \vec{v}_2 \} = \{ \begin{bmatrix} 3 \\ 1 \\ 0 \end{bmatrix}, \begin{bmatrix} 4/5 \\ 5/5 \\ -3/5 \end{bmatrix} \} \) and also \( \{ \vec{u}_1, \vec{u}_2 \} = \{ \begin{bmatrix} 3/5 \\ 0 \\ 4/5 \end{bmatrix}, \begin{bmatrix} 1/\sqrt{26} \\ 5/\sqrt{26} \\ -3/\sqrt{26} \end{bmatrix} \} \). So we have a matrix equation

\[
\begin{bmatrix}
3 & 1 \\
0 & 1 \\
4 & 1
\end{bmatrix} = \begin{bmatrix}
3/5 & 4/\sqrt{26} \\
5/\sqrt{26} & 5/\sqrt{26}
\end{bmatrix} \begin{bmatrix}
5 & 7/5 \\
0 & \sqrt{26}/5
\end{bmatrix}.
\]

Because the basis \( \{ \vec{u}_1, \vec{u}_2 \} \) is obtained from the \( \{ \vec{v}_1, \vec{v}_2 \} \) by Gram Schmidt, this is the **QR factorization**. Note that the change of basis matrix \( R \) is upper triangular. (We called this \( S \) previously, but in this context it is traditional to call it \( R \).)

**Please Note:** This is a different use of the change of basis matrix, valid only for subspaces of \( \mathbb{R}^d \).

**Proof of Theorem VI:** We use “block multiplication.” The “row” \([\vec{u}_1 \ldots \vec{u}_n]\) times the \( j \)-th column of \( S \) is the \( j \)-th column of the product. Say the \( j \)-th column of \( S \) is \( \begin{bmatrix} a_{1j} \\ a_{2j} \\ \vdots \\ a_{nj} \end{bmatrix} \). Then the the \( j \)-th column of the product is \( a_{1j}\vec{u}_1 + a_{2j}\vec{u}_2 + \cdots + a_{nj}\vec{u}_n \). But this is exactly \( \vec{v}_j \), by the definition of \( S \)! Remember that by definition, the \( j \)-th column of \( S \) is the coordinate column of \( \vec{v}_j \) expressed in \( A \). This completes the proof. **DONE!**