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Foreword

These are lecture notes from a graduate course I taught in Spring 2011. They cover some elementary topics related to Hasse-Weil zeta functions. I hope to add in the near future a second part, largely independent of the first one, covering $p$-adic and motivic zeta functions.
CHAPTER 1

Introduction: An overview of zeta functions

Zeta functions encode the counting of certain objects of geometric, algebraic, or arithmetic behavior. What distinguishes them from other generating series are special analytic or algebraic properties.

Zeta functions come up in a lot of area of mathematics. The ones we will deal with come in two flavors: local and global. Here local means relative to a prime $p$ in $\mathbb{Z}$, or in some ring of integers in a number field. In this case, one expects the zeta function to be a rational function, in a suitable variable. By a global zeta function we mean an object that takes into account all primes. In this case one expects to have a product formula in terms of local factors. The basic example is the well-known factorization of the Riemann zeta function:

$$\zeta(s) = \prod_{p \text{ prime}} \left(1 - \frac{1}{p^s}\right)^{-1}.$$  

A good understanding of the local factors of the zeta function can be used to show that the global zeta function is defined in some region $\{s \in \mathbb{C} \mid \text{Re}(s) > \eta\}$, and then there are fundamental questions regarding analytic continuation and the existence of a functional equation. Again, the model is provided by the Riemann zeta function. However, very little is known in a more general setting. The general philosophy is that the analytic properties of the zeta function encode a lot of information about the geometric/arithmetic/algebraic of the object that is studied.

In what follows we give an overview of the types of zeta functions that we will discuss in the following chapters. In all this discussion, we restrict to the simplest possible setting.

1.1. The Hasse-Weil zeta function

This is one of the most famous zeta functions, and it played an important role in the development of algebraic geometry in the twentieth century. It is attached to a variety over a finite field, say $k = \mathbb{F}_q$. Suppose, for simplicity, that $X \subset \mathbb{A}^n_k$ is a closed subvariety defined by the equations $f_1, \ldots, f_d$.

For every $m \leq 1$, let

$$N_m := |\{u \in X(\mathbb{F}_{q^m})| = |\{u \in \mathbb{F}_{q^m}^n \mid f_i(u) = 0 \text{ for all } i\}|.$$  

The Hasse-Weil zeta function of $X$ is

$$Z(X, t) := \exp \left( \sum_{m \geq 1} \frac{N_m}{m} t^m \right) \in \mathbb{Q}[t].$$ 

A fundamental result is that $Z(X, t)$ is a rational function. This was conjectured by Weil in [We2], who also proved it for curves and abelian varieties in [We1].
1. INTRODUCTION: AN OVERVIEW OF ZETA FUNCTIONS

The general case was proved by Dwork in [Dwo]. Another proof in the case of smooth projective varieties was later given by Grothendieck and its school using étale cohomology, see [Gro]. Both the methods of Grothendieck and of Dwork have been extremely influential for the development of arithmetic geometry.

When \( X \) is a smooth projective variety, \( Z_X(t) \) satisfies

- The functional equation.
- A connection with the Betti numbers defined over \( \mathbb{C} \).
- An analogue of the Riemann hypothesis.

These three properties, together with the rationality mentioned above, form the Weil conjectures [We2], now a theorem of Grothendieck [Gro] and Deligne [Del3]. See §2.4 for the precise statements.

1.2. The zeta function of an arithmetic variety

Suppose now that \( X \subset \mathbb{A}^n_Z \) is defined by the ideal \((f_1, \ldots, f_d) \subseteq \mathbb{Z}[x_1, \ldots, x_n] \). For every prime \( p \), we may consider \( f_1, \ldots, f_d \in \mathbb{F}_p[x_1, \ldots, x_n] \) defining \( X_p \subseteq \mathbb{A}^n_{\mathbb{F}_p} \), and the corresponding \( Z(X_p, t) \). One then defines

\[
L_X(s) := \prod_{p \nmid a} Z(X_p, 1/p^s). 
\]

If \( X \subset \mathbb{A}^n_Q \), then we may assume that the equations defining \( X \) have coefficients in some localization \( \mathbb{Z}[1/a] \), where \( a \) is a positive integer. In this case we may still define \( X_p \) when \( p \) does not divide \( a \), and we obtain \( L_X \) as above, by taking the product over those \( p \) that do not divide \( a \) (this definition on the choice of \( a \), but for us this is not important).

Let us consider the case \( X = \text{Spec} \mathbb{Q} \), when we may take \( X_p = \text{Spec} \mathbb{F}_p \) for every prime \( p \). Note that

\[
Z(X_p, t) = \exp \left( \sum_{e \geq 1} \frac{t^e}{e} \right) = \exp(-\log(1 - t)) = (1 - t)^{-1}.
\]

Therefore \( L_X(s) = \prod_p \left( 1 - \frac{1}{p^s} \right)^{-1} = \zeta(s) \) is the Riemann zeta function.

In general, it is not hard to see that \( L_X \) is defined in some half-plane \( \{ s \in \mathbb{C} \mid \Re(s) > \eta \} \) (we will discuss this in Chapter 6, giving a precise value for \( \eta \), as a consequence of the Lang-Weil estimates, which in turn follow from the Weil conjectures for curves).

It is conjectured that if \( X \) is a smooth projective variety over \( \mathbb{Q} \), then \( L_X \) has an analytic continuation that is a meromorphic function. One also expects that after a suitable normalization (necessary for taking into account the infinite prime and the primes of bad reduction) \( L_X \) satisfies a functional equation. Very little is know in this direction. Both properties are known for \( \mathbb{P}^n \) and related varieties (such as toric varieties or flag varieties). The case of elliptic curves is known as a consequence of the Taniyama-Shimura conjecture (proved by Wiles [Wil], Taylor-Wiles [TW] and Breuil-Conrad-Diamond-Taylor [BCDT]), which implies that in this case \( L_X \) can be described as the \( L \)-function attached to a modular form.
1.3. The Igusa zeta function

Suppose now, for simplicity, that $p$ is a prime in $\mathbb{Z}$, and $X \hookrightarrow \mathbb{A}_{\mathbb{Z}}^n$ is defined by $f \in \mathbb{Z}_p[x_1, \ldots, x_n]$. The Igusa zeta function of $f$ is defined by

$$Z_f(s) := \int_{\mathbb{Z}_p^n} |f(x)|_p^s dx.$$ 

This is defined using the $p$-adic absolute value $|\cdot|_p$ and the Haar measure on $\mathbb{Z}_p$. It is easy to see using the definition that $Z_f$ is analytic in the half-plane $\{s \mid \text{Re}(s) > 0\}$. Let us give some motivation for this definition.

1.3.1. The Archimedean analogue of $Z_f$. The following analogue in the Archimedean setting (over $\mathbb{R}$ or $\mathbb{C}$) appeared before Igusa’s zeta function, in the setting of complex powers. Suppose, for example, that $f \in \mathbb{R}[x_1, \ldots, x_n]$, and we want to define $|f(x)|^s$ for $s \in \mathbb{C}$ as a distribution.

Given a test function $\Phi$, consider the map $s \rightarrow \int_{\mathbb{R}^n} |f(x)|^s \Phi(x) dx$. It is not hard to see that this is well-defined and analytic in the half-space $\{s \in \mathbb{C} \mid \text{Re}(s) > 0\}$. Gelfand conjectured that it has a meromorphic continuation to $\mathbb{C}$. This conjecture was proved by two methods. The first solution, given independently by Atiyah [Ati] and by Bernstein-Gelfand [BG], used Hironaka’s theorem on resolution of singularities. This essentially allows replacing $f$ by a monomial, in which case the assertion can be easily proved via integration by parts. A second proof due to Bernstein [Ber] directly used integration by parts, relying on the existence of what is nowadays called the Bernstein-Sato polynomial of $f$ (in the process of proving the existence of this polynomial, Bernstein established the basics of the algebraic $D$-module theory).

1.3.2. The Poincaré power series of $f$. For every $m \geq 0$, let $c_m := |\{u \in (\mathbb{Z}/p^m\mathbb{Z})^n \mid f(u) = 0\}|$ (with the convention $c_0 = 1$). The Poincaré series of $f$ is $P_f := \sum_{m \geq 0} \frac{c_m}{p^m} t^m \in \mathbb{Q}[t]$. It was a conjecture of Borevich that $P_f$ is a rational function.

It is not hard to see, using the definition of the Haar measure on $\mathbb{Z}_p^n$ that

$$P_f(t) = \frac{1 - tZ_f(s)}{1 - t},$$

where $t = (1/p)^s$. The usefulness of the integral expression for $P_f$ via $Z_f$ is that allows the use of the same methods employed in the Archimedean case. Using embedded resolution of singularities and the change of variable formula for $p$-adic integrals, Igusa showed that $Z_f(s)$ is a rational function of $(1/p)^s$, see [Igu]. In particular, this proved Borevich’s conjecture about the rationality of $P_f$.

Note that if $X = V(f)$ is smooth over $\mathbb{Z}_p$, then the information contained in $P_f$ is equivalent with that of $X(\mathbb{F}_p)$. It is remarkable, in fact, that in general the behavior of $P_f$ can be linked to invariants of singularities of $f$. Since an embedded resolution of singularities comes up in the proof of rationality, it is maybe not too surprising that invariants that come up via resolutions are related to the poles of $Z_f$. On the other hand, a very interesting open problem in this field, due to Igusa, concerns a relation between these poles and the roots of the Bernstein-Sato...
polynomial of \( f \) (compare with the Archimedean case; note, however, that there is no analogue of integration by parts in the \( p \)-adic setting).

One can define a global analogue of Igusa’s zeta function, though this has been a lot less studied. Suppose that \( f \) is a polynomial with coefficients in \( \mathbb{Z} \) (or, more generally, in a ring of integers in some number field). For every prime \( p \), we may consider the image \( f_p \) of \( f \) in \( \mathbb{Z}_p[x_1, \ldots, x_n] \), and the corresponding zeta function \( Z_{f_p}(s) \). If \( a_p \) is the constant coefficient of the power series in \( (1/p)^s \) representing \( Z_{f_p}(s) \), then one can define

\[
Z(s) := \prod_{p \text{ prime}} (a_p^{-1} Z_{f_p}(s)).
\]

All non-trivial results concerning \( Z \) are due to du Sautoy and Grunewald \([dSG]\). They showed that this function has a rational abscissa of convergence, and that it can be meromorphically continued to the left of this abscissa. However, it is known that even in simple examples, \( Z \) does not have a meromorphic continuation to \( \mathbb{C} \). It is also not clear how properties of the singularities of \( f \) can be recast into analytic properties of \( Z \).

1.4. Motivic versions of the above (local) zeta functions

Both the Hasse-Weil zeta functions and the Igusa zeta functions have motivic versions. In this setting, \textit{motivic} means working with coefficients in the Grothendieck ring of varieties over a field \( k \). Recall that this is the quotient \( K_0(\text{Var}/k) \) of the free abelian group on the set of isomorphism classes of varieties over \( k \), by the relations

\[
[Y] = [Y] + [X \setminus Y],
\]

where \( Y \) is a closed subvariety of \( X \).

The motivic analogue of the Hasse-Weil zeta function was introduced by Kapranov \([Kap]\). If \( k \) is any field, and \( X \) is a variety over \( k \), let \( \text{Sym}^n(X) \) denote the \( n \)th symmetric product of \( X \). Kapranov’s zeta function is

\[
Z_{\text{mot}}(X, t) := \sum_{n \geq 0} \text{Sym}^n(X)[t^n] \in K_0(\text{Var}/k)[t].
\]

If \( k \) is a finite field, then there is a ring homomorphism \( K_0(\text{Var}/k) \to \mathbb{Z} \), that takes \( [V] \) to \( |V(k)| \). One can show that the induced map \( K_0(\text{Var}/k)[t] \to \mathbb{Z}[t] \) takes \( Z_{\text{mot}}(X, t) \) to \( Z(X, t) \). Kapranov proved in \([Kap]\) that if \( X \) is any curve, then \( Z_{\text{mot}}(X, t) \) is a rational function. On the other hand, Larsen and Lunts \([LL1]\) showed that if \( X \) is a smooth complex surface, then \( Z_{\text{mot}}(X, t) \) is rational if and only if \( X \) has negative Kodaira dimension. However, it is still open whether \( Z_{\text{mot}}(X, t) \) is always rational when inverting the class \( L \) of \( A^1 \) in \( K_0(\text{Var}/k) \).

Igusa’s zeta function also has a motivic version, due to Denef and Loeser, see \([DL]\). The idea is to replace \( Z_p \) by \( \mathbb{C}[t] \) (in this case \( f \) is a polynomial with complex coefficients). The space of integration \( Z_p^n \) is replaced by \( (\mathbb{C}[t])^n \), and \( p \)-adic integrals by the so-called motivic integrals. Once the framework of motivic integration is in place, the results about Igusa’s zeta function extend to this framework without much effort.
1.5. Zeta functions in group theory

1.5.1. Subgroup growth zeta functions. Let $G$ be a finitely generated group. For every $n \geq 1$, put $a_n(G) := |\{H \leq G \mid [G : H] = n\}|$, and let
\[
\zeta_G(s) = \sum_{n \geq 1} \frac{a_n(G)}{n^s}.
\]
This is a global type of zeta function.

The following facts are known:

- If $G$ is solvable, then $\zeta_G$ is analytic in a half-plane of the form
  \[ \{s \mid \text{Re}(s) > \alpha(G)\} \]
- If $G$ is nilpotent, then there is a product formula
  \[
  \zeta_G(s) = \prod_{p \text{ prime}} \zeta_{G,p}(s),
  \]
  where $\zeta_{G,p}(s) = \sum_{n \geq 0} \frac{a_{pn}(G)}{p^{ns}}$. Furthermore, each $\zeta_{G,p}$ is a rational function of $(1/p)^s$.

A key point in the study of $\zeta_{G,p}(s)$ is the fact that it can be computed by a $p$-adic integral, very similar to the ones that come up in the definition of Igusa zeta functions. A fundamental problem concerns the behavior of $\zeta_{G,p}$ when $p$ varies. In general, it turns out that this can be rather wild. Some of the key results in the understanding of this variation of $\zeta_{G,p}$ are due to du Sautoy and Grunewald [dSG]. For some recent developments concerning functional equations in this context, see [Voll].

Similar zeta functions can be defined to measure the rate of growth of other algebraic subobjects. For example, this can be done for Lie subalgebras of a Lie algebra that is finitely generated as an abelian group over $\mathbb{Z}$, or for ideals in a ring that is finitely generated as an abelian group over $\mathbb{Z}$. The corresponding zeta functions have similar properties with the ones measuring the rate of growth of subgroups, see [dSG].

1.5.2. Representation zeta functions. Given a group $G$, let $r_n(G)$ denote the number of equivalence classes of $n$-dimensional representations of $G$ (with suitable restrictions: for example, the representations are assumed to be rational if $G$ is an algebraic group). The representation zeta function of $G$ is
\[
\zeta^\text{rep}_G(s) = \sum_{n \geq 1} \frac{r_n(G)}{n^s}.
\]
An interesting example is given by $G = SL_n(\mathbb{Z})$. One can show that if $n \geq 3$, then
\[
\zeta^\text{rep}_{SL_n(\mathbb{Z})}(s) = \zeta^\text{rep}_{SL_n(\mathbb{C})}(s) \cdot \prod_{p \text{ prime}} \zeta^\text{rep}_{SL_n(\mathbb{Z}_p)}(s).
\]
It is somewhat surprising that in the few known examples, the dependence on $p$ of the $p$-factors of the representation zeta function is better behaved than in the case of the subgroup growth zeta functions. Again, a key ingredient in the study of the $p$-factors is given by $p$-adic integration. We refer to [AKOV] for some interesting new results on representation zeta functions.
2.1. Review of finite fields

Recall that if \( k \) is a finite field, then \(|k| = p^e\) for some \( e \geq 1\), where \( p = \text{char}(k) \). Furthermore, two finite fields with the same cardinality are isomorphic. We denote a finite field with \( q = p^e \) elements (where \( p \) is a prime positive integer) by \( \mathbb{F}_q \).

Let us fix \( k = \mathbb{F}_q \). Given a finite field extension \( K/k \), if \( r = [K:k] \), then \(|K| = q^r\). Conversely, given any \( r \geq 1 \), there is a field extension \( k \hookrightarrow K \) of degree \( r \).

Furthermore, if \( k \hookrightarrow K \) and \( k \hookrightarrow K' \) are two such extensions, then the two extensions differ by an isomorphism \( K \cong K' \). More generally, if \([K':k] = s\), then there is a morphism of \( k \)-algebras \( K \rightarrow K' \) if and only if \( r | s \).

If \( k \) is an algebraic closure of \( k \), then we have an element \( \sigma \in G(\overline{k}/k) \) given by \( \sigma(x) = x^q \). This is called the arithmetic Frobenius element, and its inverse in \( G(\overline{k}/k) \) is the geometric Frobenius element. There is a unique subextension of \( k \) of degree \( r \) that is contained in \( \overline{k} \): this is given by \( K = \{ x \in \mathbb{F}_q : \sigma^r(x) = x \} \).

In fact, the Galois group \( G(K/k) \) is cyclic or order \( r \), with generator \( \sigma|_K \).

Furthermore, we have canonical isomorphisms

\[
G(\overline{k}/k) \cong \varprojlim_{k \text{-finite}} G(K/k) \cong \varprojlim_{r \in \mathbb{Z}_{>0}} \mathbb{Z}/r\mathbb{Z} =: \hat{\mathbb{Z}},
\]

with \( \sigma \) being a topological generator of \( G(\overline{k}/k) \).

2.2. Preliminaries: varieties over finite fields

By a variety over a field \( k \) we mean a reduced scheme of finite type over \( k \) (possibly reducible). From now on we assume that \( k = \mathbb{F}_q \) is a finite field. Recall that there are two notions of points of \( X \) in this context, as follows.

Note that \( X \) is a topological space. We denote by \( X_{\text{cl}} \) the set of closed points of \( X \) (in fact, these are the only ones that we will consider). Given such \( x \in X_{\text{cl}} \), we have the local ring \( \mathcal{O}_{X,x} \) and its residue field \( k(x) \). By definition, \( k(x) \) is isomorphic to the quotient of a finitely generated \( k \)-algebra by a maximal ideal, hence \( k(x) \) is a finite extension of \( k \) by Hilbert’s Nullstellensatz. We put \( \deg(x) := [k(x) : k] \).

On the other hand, we have the notion of \( K \)-valued points of \( X \). Recall that if \( k \rightarrow K \) is a field homomorphism, the the set of \( K \)-valued points of \( X \) is

\[
X(K) := \text{Hom}_{\text{Spec } k}(\text{Spec } K, X) = \bigsqcup_{x \in X} \text{Hom}_{k \text{-alg}}(k(x), K).
\]

We will always consider the case when the extension \( K/k \) is algebraic. In this case, if \( \phi : \text{Spec } K \rightarrow X \) is in \( X(K) \), the point \( x \in X \) that is the image of the unique point
in \( \text{Spec} K \) is closed: indeed, we have \( \dim \{ x \} = \text{trdeg}(k(x)/k) = 0 \). In particular, we see that if \( K/k \) is a finite extension of degree \( r \), then
\[
X(K) = \bigsqcup_{\deg(x) | r} \text{Hom}_{k-\text{alg}}(k(x), K).
\]

Note that if \( \deg(x) = e | r \), then \( \text{Hom}_{k-\text{alg}}(k(x), K) \) carries a transitive action of \( G(F_{q^e}/F_q) \cong \mathbb{Z}/r\mathbb{Z} \). The stabilizer of any element is isomorphic to \( G(F_{q^e}/F_q) \), hence
\[
|\text{Hom}_{k-\text{alg}}(k(x), K)| = e.
\]

In particular, this proves the following

**Proposition 2.1.** If \( X \) is a variety over the finite field \( k \), and \( K/k \) is a field extension of degree \( r \), then
\[
|X(K)| = \sum_{e | r} e \cdot |\{ x \in X_{\text{cl}} | \deg(x) = e \}|
\]

**Remark 2.2.** It is clear that if \( X = Y_1 \cup \ldots \cup Y_m \), where each \( Y_i \) is a locally closed subset of \( X \), then \( X(K) = Y_1(K) \cup \ldots \cup Y_m(K) \). Furthermore, if the former union is disjoint, then so is the latter one.

**Remark 2.3.** Suppose that \( X \) is affine, and consider a closed embedding \( X \hookrightarrow \mathbb{A}^n_k \) defined by the ideal \( (F_1, \ldots, F_d) \subseteq k[x_1, \ldots, x_n] \). If \( K/k \) is a field extension, then we have an identification
\[
X(K) = \{ (u_1, \ldots, u_n) \in K^n | f_i(u_1, \ldots, u_n) = 0 \text{ for } 1 \leq i \leq d \}.
\]

In particular, we see that if \( K/k \) is finite, then \( X(K) \) is finite. The formula in Proposition 2.1 now implies that for every \( e \geq 1 \), there are only finitely many \( x \in X \) with \( \deg(x) = e \). Of course, by taking an affine open cover of \( X \), we deduce that these assertions hold for arbitrary varieties over \( k \).

It is often convenient to think of \( K \)-valued points in terms of an algebraic closure of the ground field. Suppose that \( \overline{k} \) is a fixed algebraic closure of \( k \), and let us write \( F_{q^r} \) for the subfield of \( \overline{k} \) of degree \( r \) over \( k \). Let \( \overline{X} = X \times_{\text{Spec } k} \text{Spec } \overline{k} \). This is a variety over \( \overline{k} \) (the fact that \( \overline{X} \) is reduced follows from the fact that \( X \) is reduced and \( k \) is perfect; however, we will not need this). Note that by definition we have \( X(\overline{k}) = X(\overline{X}) \).

Consider the Frobenius morphism \( \text{Frob}_{X,q} : X \to X \) on \( X \). This is the identity on \( X \), and the morphism of sheaves of rings \( \mathcal{O}_X \to \mathcal{O}_X \) is given by \( u \mapsto u^q \) (since \( u^q = u \) for every \( u \in k \), we see that \( \text{Frob}_{X,q} \) is a morphism of schemes over \( k \). In particular, it induces a morphism of schemes over \( \overline{k} \):
\[
\text{Frob}_{\overline{X},q} = \text{Frob}_{X,q} \times \text{id}: \overline{X} \to \overline{X}.
\]

Note that this is a functorial construction. In particular, if \( X \) is affine and if we consider a closed immersion \( X \hookrightarrow \mathbb{A}^N_k \), then \( \text{Frob}_{\overline{X},q} \) is induced by \( \text{Frob}_{\mathbb{A}^N_{\overline{k}},q} \). This is turn corresponds to the morphism of \( \overline{k} \)-algebras
\[
\overline{k}[x_1, \ldots, x_N] \to \overline{k}[x_1, \ldots, x_N], \quad x_i \mapsto x_i^q,
\]
hence on \( \overline{k} \)-points it is given by \( (u_1, \ldots, u_N) \to (u_1^q, \ldots, u_N^q) \). We conclude that the natural embedding
\[
X(F_{q^r}) \hookrightarrow X(\overline{k}) = \overline{X}(\overline{k})
\]
identifies \( X(\mathbb{F}_{q'}) \) with the elements of \( \overline{X}(\bar{k}) \) fixed by \( \text{Frob}_{\mathbb{F}_{q'}}^{\bar{k}} \). Indeed, this is clear when \( X = \mathbb{A}^n \bar{k} \) by the previous discussion, and the general case follows by considering an affine open cover, and by embedding each affine piece in a suitable affine space.

In other words, if \( \Delta, \Gamma_r \subset \overline{X} \times \overline{X} \) are the diagonal, and respectively, the graph of \( \text{Frob}_{\mathbb{F}_{q'}}^{\bar{k}} \), then \( X(\mathbb{F}_{q'}) \) is in natural bijection with the closed points of \( \Gamma_r \cap \Delta \). The following proposition shows that when \( X \) smooth, this is a transverse intersection.

**Proposition 2.4.** If \( X \) is smooth over \( k = \mathbb{F}_q \), then the intersection \( \Gamma_r \cap \Delta \) consists of a reduced set of points.

Note that since \( k \) is perfect, \( X \) is smooth over \( k \) if and only if it is nonsingular.

**Proof.** We have already seen that the set \( \Gamma_r \cap \Delta \) is finite, since it is in bijection with \( X(\mathbb{F}_{q'}) \). In order to show that it is a reduced set, let us consider first the case when \( X = \mathbb{A}^n_k \). In this case, if \( R = \bar{k}[x_1, \ldots, x_n, y_1, \ldots, y_n] \), then \( \Delta \subset \text{Spec} \ R \) is defined by \( (y_1 - x_1, \ldots, y_n - x_n) \) and \( \Gamma_r \) is defined by \( (y_1 - x_1^q, \ldots, y_r - x_r^q) \). Therefore \( \Gamma_r \cap \Delta \) is isomorphic to \( \prod_{i=1}^n \text{Spec} \ k[x_i]/(x_i - x_i^q) \), hence it is reduced (note that the polynomial \( x_i^q - x_i \) has no multiple roots).

For an arbitrary smooth variety \( X \), let us consider \( u \in X(\mathbb{F}_{q'}) \), and let \( x \in X \) be the corresponding closed point. If \( t_1, \ldots, t_n \) form a regular system of parameters of \( \mathcal{O}_{X,x} \), it follows that \( (t_1, \ldots, t_n) \) define an étale map \( U \to \mathbb{A}^n \), where \( U \) is an open neighborhood of \( x \). Note that the restriction to \( \overline{U} \times U \) of \( \Delta \) and \( \Gamma_r \) are the inverse images via \( \overline{U} \times U \to \mathbb{A}_{\mathbb{F}_q}^n \times \mathbb{A}_{\mathbb{F}_q}^n \) of the corresponding subsets for \( \mathbb{A}_{\mathbb{F}_q}^n \). Since the inverse image of a smooth subscheme by an étale morphism is smooth, we deduce the assertion in the proposition for \( X \) from the assertion for \( \mathbb{A}_{\mathbb{F}_q}^n \).

**Exercise 2.5.** Let \( X \) and \( \overline{X} \) be as above. The group \( G = G(\bar{k}/k) \) acts on the right on \( \text{Spec} \bar{k} \), by algebraic automorphisms.

i) Show that \( G \) has an induced right action on \( \overline{X} \), by acting on the second component of \( X \times \text{Spec} \ k \text{ Spec} \bar{k} \). Of course, these automorphisms are not of schemes over \( \bar{k} \).

ii) Let \( \tau : \overline{X} \to \overline{X} \) be the action of the arithmetic Frobenius element. Describe \( \tau \) when \( X = \mathbb{A}^n_k \). Show that \( \tau \circ \text{Frob}_{X,q}^{\bar{k}} = \text{Frob}_{\overline{X},q}^{\bar{k}} \circ \tau \), and they are equal to the absolute \( q \)-Frobenius morphism of \( \overline{X} \) (recall: this is the identity on \( X \), and the morphism of sheaves of rings \( \mathcal{O}_{\overline{X}} \to \mathcal{O}_{\overline{X}} \) is given by \( u \to u^q \)).

iii) We also have a natural left action of \( G \) on \( X(\bar{k}) \) that takes \( (g, \phi) \) to \( \phi \circ g \) (where we identify \( g \) with the corresponding automorphism of \( \text{Spec} \bar{k} \)). Show that the arithmetic Frobenius acts on \( X(\bar{k}) = \overline{X}(\bar{k}) \) by the map induced by \( \text{Frob}_{\overline{X},q}^{\bar{k}} \).

iv) The canonical projection \( \overline{X} \to X \) induces a map \( \overline{X}_{\text{cl}} \to X_{\text{cl}} \). Show that this is identified via \( X(\bar{k}) = \overline{X}(\bar{k}) = \overline{X}_{\text{cl}} \) with the map described at the beginning of this section, that takes a \( \bar{k} \)-valued point of \( X \) to the corresponding closed point of \( X \).

v) We similarly have a left action of \( G(\mathbb{F}_{q'}/\mathbb{F}_q) \) on \( X(\mathbb{F}_{q'}) \). Show that the fibers of the map \( X(\mathbb{F}_{q'}) \to X_{\text{cl}} \) that takes an \( \mathbb{F}_{q'} \)-valued point to the corresponding closed point of \( X \) are precisely the orbits of the \( G(\mathbb{F}_{q'}/\mathbb{F}_q) \)-action.
2.3. The Hasse-Weil zeta function

2.3.1. The exponential and the logarithm power series. Recall that the exponential formal power series is given by
\[ \exp(t) = \sum_{m \geq 0} \frac{t^m}{m!} \in \mathbb{Q}[t]. \]
We will also make use of the logarithm formal power series, defined by
\[ \log(1 + t) = \sum_{m \geq 1} \frac{(-1)^{m+1}t^m}{m} \in \mathbb{Q}[t]. \]
In particular, we may consider \(\exp(u(t))\) and \(\log(1 + u(t))\) whenever \(u \in t\mathbb{Q}[t]\).

We collect in the following proposition some well-known properties of the exponential and logarithm formal power series. We will freely use these properties in what follows.

**Proposition 2.6.** The following properties hold:
\begin{itemize}
  \item [i)] We have \(\exp(t)^\prime = \exp(t)\) and \(\log(1 + t)^\prime = (1 + t)^{-1}\).
  \item [ii)] \(\exp(s + t) = \exp(s) \cdot \exp(t)\) in \(\mathbb{Q}[s, t]\). In particular, we have \(\exp(u + v) = \exp(u) \cdot \exp(v)\) for every \(u, v \in t\mathbb{Q}[t]\).
  \item [iii)] \(\exp(mt) = \exp(t)^m\) for every \(m \in \mathbb{Z}\). In particular, \(\exp(mu) = \exp(u)^m\) for every \(u \in t\mathbb{Q}[t]\).
  \item [iv)] \(\log(\exp(u)) = u\) and \(\exp(\log(1 + u)) = 1 + u\) for every \(u \in t\mathbb{Q}[t]\).
  \item [v)] \(\log((1 + u)(1 + v)) = \log(1 + u) + \log(1 + v)\) for every \(u, v \in t\mathbb{Q}[t]\).
  \item [vi)] \(\log((1 + u)^m) = m \cdot \log(1 + u)\) for every \(m \in \mathbb{Z}\) and every \(u \in t\mathbb{Q}[t]\).
\end{itemize}

**Proof.** The proofs are straightforward. i) and ii) follow by direct computation, while iii) is a direct consequence of i). It is enough to prove the assertions in iv) for \(u = t\). The first assertion now follows by taking formal derivatives of the both sides. Note that we have two ring homomorphisms \(f, g: \mathbb{Q}[t] \to \mathbb{Q}[t]\), \(f(u) = \log(1 + u)\) and \(g(v) = \exp(v) - 1\). They are both isomorphisms by the formal Inverse Function theorem, and \(f \circ g = \text{Id}\) by the first equality in iv). Therefore \(g \circ f = \text{Id}\), which is the second equality in iv). The assertions in v) and vi) now follow from ii) and iii) via iv).

2.3.2. The definition of the Hasse-Weil zeta function. Suppose that \(X\) is a variety over a finite field \(k = \mathbb{F}_q\). For every \(m \geq 1\), let \(N_m = |X(\mathbb{F}_{q^m})|^1\). The Hasse-Weil zeta function of \(X\) is
\[ Z(X, t) = \exp \left( \sum_{m \geq 1} \frac{N_m t^m}{m} \right) \in \mathbb{Q}[t]. \]
The following proposition gives a product formula for \(Z(X, t)\) that is very useful in practice.

**Proposition 2.7.** For every variety \(X\) over \(\mathbb{F}_q\), we have
\[ Z(X, t) = \prod_{x \in X_{cl}} (1 - t^{\deg(x)})^{-1}. \]

\footnote{If \(k'\) is a finite extension of \(k\) of degree \(m\), then the set \(X(k')\) depends on this extension. However, any two extension of \(k\) of the same degree differ by a \(k\)-automorphism, hence \(|X(k')|\) only depends on \(|k'|\).}
In particular, \( Z(X, t) \in \mathbb{Z}[t] \).

By making \( t = p^{-s} \), we see that the above formula is analogous to the product formula for the Riemann zeta function.

**Proof.** Let us put \( a_r := |\{x \in X_{cl} \mid [k(x) : \mathbb{F}_q] = r\}| \) for every \( r \geq 1 \). Therefore the right-hand side of (2.3) is equal to \( \prod_{r \geq 1} (1 - t^r)^{-a_r} \). It is clear that this product is well-defined in \( \mathbb{Z}[t] \).

Recall that by Proposition 2.1, we have \( N_m = \sum_{r|m} r \cdot a_r \). It follows from definition that

\[
\log(Z(X, t)) = \sum_{m \geq 1} \frac{N_m}{m} t^m = \sum_{m \geq 1} \sum_{r|m} \frac{r \cdot a_r}{m} t^m = \sum_{r \geq 1} a_r \sum_{\ell \geq 1} \frac{t^\ell}{\ell} = \sum_{r \geq 1} (-a_r) \log(1 - t^r)
\]

so that

\[
(2.3) \text{ now follows applying } \exp \text{ on both sides.} \qed
\]

**Remark 2.8.** Suppose that \( q = (q')^m \). If \( X \) is a variety over \( \mathbb{F}_{q'} \), we may consider \( X \) as a variety over \( \mathbb{F}_q \), in the natural way. For every closed point \( x \in X \), we have \( \deg(k(x)/\mathbb{F}_{q'}) = m \cdot \deg(k(x)/\mathbb{F}_q) \). It follows from Proposition 2.7 that \( Z(X/\mathbb{F}_{q'}, t) = Z(X, \mathbb{F}_q, t^m) \).

**Remark 2.9.** One can interpret the formula in Proposition 2.7 by saying that \( Z(X, t) \) is a generating function for the effective 0-cycles on \( X \). Recall that the group of 0-cycles \( Z_0(X) \) is the free abelian group generated by the (closed) points of \( X \). Given a 0-cycle \( \alpha = \sum_{i=1}^r m_i x_i \), its degree is \( \deg(\alpha) = \sum_{i=1}^r m_i \deg(x_i) \). A 0-cycle \( \sum_i m_i x_i \) is effective if all \( m_i \) are nonnegative. With this terminology, we see that the formula in Proposition 2.7 can be rewritten as

\[
Z(X, t) = \prod_{x \in X_{cl}} (1 + t^{\deg(x)} + t^{2 \deg(x)} + \ldots),
\]

and multiplying we obtain

\[
(2.4) \quad Z(X, t) = \sum_{\alpha} t^{\deg(\alpha)},
\]

where the sum is over all effective 0-cycles on \( X \).

**2.3.3. Examples and elementary properties.** We start with the example of the affine space.

**Example 2.10.** Let \( k = \mathbb{F}_q \), and \( X = \mathbb{A}^n_k \). It is clear that for every finite extension \( k'/k \) we have \( X(k') = (k')^n \), hence \( |X(k')| = |k'|^n \). We conclude that

\[
Z(\mathbb{A}^n, t) = \exp \left( \sum_{m \geq 1} \frac{q^{mn}}{m} t^m \right) = \exp \left( -\log(1 - q^n t) \right) = \frac{1}{1 - q^n t}.
\]

**Example 2.11.** More generally, note that for every two varieties \( X \) and \( Y \), we have \( X \times Y(k') = X(k') \times Y(k') \). In particular, if \( X = \mathbb{A}^n \), we have \( |\mathbb{A}^n \times Y(\mathbb{F}_{q^m})| = |Y(\mathbb{F}_{q^m})| q^{nm} \), hence

\[
Z(\mathbb{A}^n \times Y, t) = \exp \left( \sum_{m \geq 1} \frac{|Y(\mathbb{F}_{q^m})| q^{mn}}{m} t^m \right) = Z(Y, q^n t).
\]
Proposition 2.12. If \( X \) is a variety over \( \mathbb{F}_q \), and \( Y \) is a closed subvariety of \( X \), then \( Z(X, t) = Z(Y, t) \cdot Z(U, t) \), where \( U = X \setminus Y \).

Proof. It is clear that for every \( m \geq 1 \) we have \( |X(\mathbb{F}_{q^m})| = |Y(\mathbb{F}_{q^m})| + |U(\mathbb{F}_{q^m})| \). The assertion in the proposition is an immediate consequence of this and of the fact that \( \exp(u + v) = \exp(u) \cdot \exp(v) \) for every \( u, v \in t\mathbb{Q}[t] \).

Corollary 2.13. The zeta function of the projective space is given by

\[
Z(\mathbb{P}_{\mathbb{F}_q}^n, t) = \frac{1}{(1-t)(1-qt)\cdots(1-q^nt)},
\]

Proof. The assertion follows from Example 2.10 by induction on \( n \), using Proposition 2.12, and the fact that we have a closed embedding \( \mathbb{P}_{\mathbb{F}_q}^{n-1} \hookrightarrow \mathbb{P}_{\mathbb{F}_q}^n \), whose complement is isomorphic to \( \mathbb{A}_{\mathbb{F}_q}^n \).

Proposition 2.14. Let \( X \) be a variety over \( k = \mathbb{F}_q \), and let \( k'/k \) be a field extension of degree \( r \). If \( X' = X \times_{\text{Spec } k} \text{Spec } k' \), then

\[
Z(X', t^r) = \prod_{i=1}^r Z(X, \xi^i t),
\]

where \( \xi \) is a primitive root of order \( r \) of 1.

Proof. Let us put \( N'_m := |X'(\mathbb{F}_{q^m})| \) and \( N_m = |X(\mathbb{F}_{q^m})| \), hence \( N'_m = N_{mr} \). By definition, it is enough to show that

\[
\sum_{m \geq 1} \frac{N_{mr}}{m} t^{mr} = \sum_{i=1}^r \sum_{\ell \geq 1} \frac{N_{\ell}}{\ell} \xi^{i \ell} t^\ell.
\]

This is a consequence of the fact that \( \sum_{i=1}^r \xi^{i \ell} = 0 \) if \( r \) does not divide \( \ell \), and it is equal to \( r \), otherwise.

2.4. The statements of the Weil conjectures

Suppose that \( X \) is a smooth, geometrically connected, projective variety, of dimension \( n \), defined over a finite field \( k = \mathbb{F}_q \). We put \( Z(t) = Z(X, t) \).

Conjecture 2.15 (Rationality). \( Z(t) \) is a rational function, i.e. it lies in \( \mathbb{Q}(t) \).

Conjecture 2.16 (Functional equation). If \( E = (\Delta^2) \) is the self-intersection of the diagonal \( \Delta \hookrightarrow X \times X \), then

\[
Z \left( \frac{1}{q^nt} \right) = \pm q^{nE/2} t^E Z(t).
\]

Conjecture 2.17 (Analogue of Riemann hypothesis). One can write

\[
Z(t) = \frac{P_1(t) \cdot P_3(t) \cdots P_{2n-1}(t)}{P_0(t) \cdot P_2(t) \cdots P_{2n}(t)},
\]

with \( P_0(t) = 1 - t \), \( P_{2n}(t) = 1 - q^{n t} \), and for \( 1 \leq 2n - 1 \), we have \( P_i(t) \in \mathbb{Z}[t] \),

\[
P_i(t) = \prod_{j} (1 - \alpha_{i,j} t),
\]

with \( \alpha_{i,j} \) algebraic integers with \( |\alpha_{i,j}| = q^{i/2} \).
2.5. Comments on the conjectures

Conjecture 2.18. Assuming Conjecture 2.17, define the \( \text{"i\textsuperscript{th} Betti number of } X \text{"} \) as \( b_i(X) := \deg(P_i(t)) \). In this case, the following hold:

i) \( E = \sum_{i=0}^{2n} (-1)^i b_i(X) \).

ii) Suppose that \( R \) is a finitely generated \( \mathbb{Z} \)-subalgebra of the field \( \mathbb{C} \) of complex numbers, \( \tilde{X} \) is a smooth projective scheme over \( \text{Spec } R \), and \( P \in \text{Spec } R \) is a prime ideal such that \( R/P = \mathbb{F}_q \) and \( \tilde{X} \times_{\text{Spec } R} \text{Spec } R/P = X \). Then

\[
b_i(X) = \dim_{\mathbb{Q}} H^i \left( (\tilde{X} \times_{\text{Spec } R} \text{Spec } \mathbb{C})^{\text{an}}, \mathbb{Q} \right)
\]

As we will see in §4.3, one can in fact formulate Conjecture 2.18 without assuming Conjecture 2.17. We will give in the next chapter the proofs of the above conjectures in the case of curves. In Chapter 4 we will give a brief introduction to \( \ell \)-adic cohomology, and explain how this formalism allows one to prove Conjectures 2.15, 2.16, and 2.18 (where in Conjecture 2.15 one just has to assume that \( X \) is of finite type over \( \mathbb{F}_q \)). The harder Conjecture 2.17 was proved by Deligne [Del3], and a later proof was given by Laumon [Lau], but both these proofs go far beyond the scope of our notes. On the other hand, the first proof of Conjecture 2.15, for arbitrary schemes of finite type over \( \mathbb{F}_q \), was obtained by Dwork [Dwo] using \( p \)-adic analysis. We present his proof in Chapter 8.

2.5. Comments on the conjectures

Remark 2.19. Let \( X \) be an arbitrary variety over \( k = \mathbb{F}_q \), and let \( Y \hookrightarrow X \) be a closed subvariety, and \( U = X \setminus Y \). It follows from Proposition 2.12 that \( Z(X,t) = Z(Y,t) \cdot Z(U,t) \). Therefore if two of \( Z(X,t) \), \( Z(Y,t) \) and \( Z(U,t) \) are known to be rational, then the third one is rational, too.

Remark 2.20. The above remark implies that if we assume resolution of singularities over finite fields, then a positive answer to Conjecture 2.15 for smooth projective varieties implies the rationality of \( Z(X,t) \) for every variety \( X \) over a finite field. Indeed, suppose by induction on dimension that the assertion is known for varieties of dimension \( < n \). Remark 2.19 and the induction hypothesis imply that if \( X \) and \( Y \) are varieties of dimension \( n \) that have dense open subsets \( U \), respectively \( V \), that are isomorphic, then \( Z(X,t) \) is rational if and only if \( Z(Y,t) \) is rational. Given any \( n \)-dimensional variety \( X \), there is a projective variety \( Y \) such that \( X \) and \( V \) as above. Furthermore, if we have resolution of singularities over our ground field, then we may assume that \( Y \) is also smooth. Therefore \( Z(Y,t) \) is rational by Conjecture 2.15 (note that the irreducible components \( Y_i \) of \( Y \) are disjoint, hence \( Z(Y,t) = \prod_i Z(Y_i,t) \), any we apply Conjecture 2.15 to each \( Y_i \)).

Remark 2.21. In a similar vain, in order to prove that \( Z(X,t) \) is rational for every variety \( X \), it is enough to prove it in the case when \( X \) is an irreducible hypersurface in \( \mathbb{A}^n_{\mathbb{F}_q} \). Indeed, arguing as in the previous remark we see that we may assume that \( X \) is affine and irreducible, in which case it is birational (over \( \mathbb{F}_q \)) with a hypersurface in an affine space.

Remark 2.22. There is the following general formula in intersection theory: if \( i: Y \hookrightarrow X \) is a closed embedding of nonsingular varieties of pure codimension \( r \),
then \( i^*(i_*(\alpha)) = c_r(N_{Y/X} \cap \alpha \cap V(X)) \), where \( N_{Y/X} \) is the normal bundle of \( Y \) in \( X \).

In particular, if \( X \) is smooth, projective, of pure dimension \( n \), and \( \Delta : X \hookrightarrow X \times X \) is the diagonal embedding, then \( N_{X/X \times X} = T_X \), and therefore

\[
(\Delta^2) = \deg(c_n(T_X)).
\]

**Example 2.23.** Let us check the Weil conjectures when \( X = \mathbb{P}^n_{\mathbb{F}_q} \). As we have seen in Corollary 2.23, we have

\[
Z(\mathbb{P}^n, t) = \frac{1}{(1-t)(1-qt)\cdots(1-q^n t)}.
\]

In particular, it is clear that Conjectures 2.15 and 2.17 hold in this case. It follows from (2.5) that

\[
Z(X, 1/q^n t) = \frac{1}{(1 - \frac{1}{q^n t}) (1 - \frac{1}{q^{n+1} t}) \cdots (1 - \frac{1}{q^n t})} = (-1)^{n+1} t^{n+1} q^{n(n+1)/2} Z(X, t).
\]

Hence in order to check Conjecture 2.16, it is enough to show that \( E = n+1 \). The Euler exact sequence

\[
0 \to \mathcal{O}_{\mathbb{P}^n} \to \mathcal{O}_{\mathbb{P}^n}(1) \oplus (n+1) \to T_{\mathbb{P}^n} \to 0
\]

implies \( c(T_{\mathbb{P}^n}) = c(\mathcal{O}_{\mathbb{P}^n}(1) \oplus (n+1)) = (1 + h)^{n+1} \), where \( h = c_1(\mathcal{O}_{\mathbb{P}^n}(1)) \). This implies that \( \deg(c_n(T_{\mathbb{P}^n})) = n + 1 \).

Since \( H^*(\mathbb{P}^n, \mathbb{Q}) \cong \mathbb{Q}[t]/(t^{n+1}) \), with \( \deg(t) = 2 \), the assertions in Conjecture 2.18 also follow.

**Remark 2.24.** Let \( X \) be a variety over \( \mathbb{F}_q \), and suppose we know that \( Z(X, t) \) is rational. Let us write \( Z(X, t) = \frac{f(t)}{g(t)} \), with \( f, g \in \mathbb{Q}[t] \). After dividing by the possible powers of \( t \), we may assume that \( f(0), g(0) \neq 0 \), and after normalizing, that \( f(0) = 1 = g(0) \).

We write \( f(t) = \prod_{i=1}^r (1 - \alpha_i t) \) and \( g(t) = \prod_{j=1}^s (1 - \beta_j t) \). If \( N_m = |X(\mathbb{F}_{q^m})| \), then

\[
\sum_{m \geq 1} \frac{N_m}{m^t} = \sum_{i=1}^r \log(1 - \alpha_i t) - \sum_{j=1}^s \log(1 - \beta_j t),
\]

hence \( N_m = \sum_{j=1}^s \beta_j^m - \sum_{i=1}^r \alpha_i^m \) for every \( m \geq 1 \).

### 2.6. Two examples: computing the Betti numbers for Grassmannians and full flag varieties

One can use the above Conjecture 2.18 to compute the Betti numbers of smooth complex projective varieties. We illustrate this by computing the Poincaré polynomials for Grassmannians and full flag varieties. For a famous example, in which the Weil conjectures are used to compute the Betti numbers of the Hilbert schemes of points on smooth projective surfaces, see [Göt2].

Recall that both the Grassmannian and the flag variety can be defined over \( \mathbb{Z} \). More precisely, if \( 1 \leq r \leq n-1 \), there is a scheme \( \text{Gr}(r, n) \) defined over \( \text{Spec} \mathbb{Z} \), such that for every field \( K \), the \( K \)-valued points of \( \text{Gr}(r, n) \) are in bijection with the \( r \)-dimensional subspaces of \( K^n \). Similarly, we have a scheme \( \text{Fl}(n) \) defined over \( \text{Spec} \mathbb{Z} \) such that for every field \( K \), the \( K \)-valued points of \( \text{Fl}(n) \) are in bijection with the full flags on \( K^n \), that is, with the \( n \)-tuples of linear subspaces \( V_1 \subset V_2 \subset \cdots \subset V_n = K^n \),
we put $Gr(P)$ smooth, geometrically connected, and projective over $Spec \mathbb{Z}$. For every field $K$, we put $Gr(r, n)_K = Gr(r, n) \times Spec K$ and $Fl(n)_K = Fl(n) \times Spec K$.

Recall that the Poincaré polynomial of a complex algebraic variety $X$ is given by $P_X(y) = \sum_{i=0}^{\dim(X)}(-1)^i \dim_Q H^i(X(C)^{an}, \mathbb{Q})y^i$. In order to compute the Poincaré polynomials of $Gr(r, n)_C$ and $Fl(n)_C$, we need to compute the zeta functions $Z(Gr(r, n)_{F_q}, t)$ and $Z(Fl(n)_{F_q}, t)$. Therefore we need to determine the numbers $a_q(r, n)$ and $b_q(n)$ of $r$-dimensional linear subspaces of $F_q^n$, respectively, of full flags on $F_q^n$.

In fact, we first compute $b_q(n)$, and then use this to compute $a_q(r, n)$. In order to give a full flag in $F_q^n$, we first need to give a line $L_1$ in $F_q^n$, then a line $L_2$ in $F_q^n/L_1$, and so on. This shows that $b_q(n) = |F_q^{n-1} : |F_q^{n-2} : \cdots : |F_q^1|,$
and therefore
$$b_q(n) = \frac{(q^n - 1)(q^{n-1} - 1)\cdots (q - 1)}{(q - 1)^n} = (1 + q)(1 + q + q^2)\cdots (1 + q + \cdots + q^{n-1}).$$

We now compute $a_q(r, n)$. Note that the natural action of $GL_n(F_q)$ on $F_q^n$ induces an action on $Gr(r, n)(F_q)$. This action is transitive, and the stabilizer of the subspace $W$ generated by $e_1, \ldots, e_r$ (where $e_1, \ldots, e_n$ is the standard basis of $F_q^n$) is the set of matrices
$$\{ A = (a_{i,j}) \in GL_n(F_q) \mid a_{i,j} = 0 \text{ for } r + 1 \leq i \leq n, 1 \leq j \leq r \}.$$ If $A = (a_{i,j}) \in M_n(F_q)$ is such that $a_{i,j} = 0$ for $r + 1 \leq i \leq n$ and $1 \leq j \leq r$, then $A$ is invertible if and only if the two matrices $(a_{i,j})_{i,j \leq r}$ and $(a_{i,j})_{i,j \geq r+1}$ are invertible. We conclude that the number of elements in the stabilizer of $W$ is
$$|GL_r(F_q)| \cdot |GL_{n-r}(F_q)| \cdot |M_{r,n-r}(F_q)|.$$

In order to compute $|GL_r(F_q)|$, we use the transitive action of $GL_n(F_q)$ on $Fl(r)(F_q)$ induced by the natural action on $F_q^r$. The stabilizer of the flag $(e_1) \subset (e_1, e_2) \subset \cdots \subset F_q^n$ is the set of upper triangular matrices in $GL_r(F_q)$, and there are $(q - 1)^r q^{r(r-1)/2}$ such matrices. We conclude that
$$|GL_r(F_q)| = b_q(r)q^{r(r-1)/2}(q - 1)^r = q^{r(r-1)/2}(q^r - 1)(q^{r-1} - 1)\cdots (q - 1).$$
We now deduce from (2.7) that
$$a_q(r, n) = \frac{|GL_n(F_q)|}{|GL_r(F_q)| \cdot |GL_{n-r}(F_q)| \cdot q^{r(n-r)}} = \frac{(q^n - 1)\cdots (q - 1)}{(q^r - 1)\cdots (q - 1)(q^{n-r} - 1)\cdots (q - 1)}$$
$$= \frac{(q^n - 1)\cdots (q^{n-r+1} - 1)}{(q^r - 1)\cdots (q - 1)}.$$ The expression in (2.8) is called the Gaussian binomial coefficient, and it is denoted by $\binom{n}{r}_q$ (there are many analogies with the usual binomial coefficients; in any case, note that $\lim_{q \rightarrow 1} \binom{n}{r}_q = \binom{n}{r}$).

**Exercise 2.25.** Prove the following properties of Gaussian binomial coefficients:
i) \( \binom{n}{r}_q = q^r \binom{n-1}{r}_q + \binom{n-1}{r-1}_q \) (generalized Pascal identity).

ii) Using i) and induction on \( n \), show that if \( \lambda_{n,r}(j) \) denotes the number of partitions of \( j \) into \( \leq n - r \) parts, each of size \( \leq r \), then

\[
\binom{n}{r}_q = \sum_{j=0}^{r(n-r)} \lambda_{n,r}(j)q^j.
\]

A variety \( X \) over \( \mathbf{F}_q \) is called of polynomial count if there is a polynomial \( P \in \mathbb{Z}[y] \) such that the number of \( \mathbf{F}_q^m \)-valued points of \( X \) is \( P(q^m) \) for every \( m \geq 1 \). It follows from (2.6) that \( \text{Fl}(n)_{\mathbf{F}_q} \) is of polynomial count. Similarly, \( \text{Gr}(r,n)_{\mathbf{F}_q} \) is of polynomial count by (2.8) and part ii) in the above exercise.

**Lemma 2.26.** Suppose that \( X \) is a variety over \( \mathbf{F}_q \), and \( P(y) = a_d y^d + a_{d-1} y^{d-1} + \ldots + a_0 \), with all \( a_i \in \mathbb{Z} \), is such that \( |X(\mathbf{F}_q^m)| = P(q^m) \) for every \( m \geq 1 \). In this case the zeta function of \( X \) is given by

\[
Z(X,t) = \prod_{i=0}^{d} (1 - q^i t)^{-a_i}.
\]

**Proof.** We have

\[
\sum_{m \geq 1} \frac{N_m}{m} t^m = \sum_{i=0}^{n} a_i \sum_{m \geq 1} \frac{q^{mi}}{m} t^m = \sum_{i=0}^{n} -a_i \log(1 - q^i t).
\]

Therefore by taking exp we get the formula in the lemma. \( \square \)

**Remark 2.27.** In the context of the lemma, if \( X \) is smooth and projective, then the analogue of the Riemann hypothesis implies that \( a_i \geq 0 \) for all \( i \). In this context, we have \( b_i(X) = 0 \) for \( i \) odd, and \( b_{2i}(X) = a_i \) for \( 1 \leq i \leq n \).

By combining Lemma 2.26 with Conjecture 2.18, our computations for the flag variety and the Grassmannian give the following.

**Corollary 2.28.** The Poincaré polynomial of \( \text{Fl}(n)_{\mathbf{C}} \) is \( \prod_{i=1}^{n} (1+y^2+\ldots+y^{2i}) \), and the Poincaré polynomial of \( \text{Gr}(r,n)_{\mathbf{C}} \) is \( \sum_{i=0}^{r(n-r)} \lambda_{n,r}(i)y^{2i} \).
CHAPTER 3

The Weil conjectures for curves

In this chapter we consider a smooth projective curve $X$ defined over $k = \mathbb{F}_q$. Let $\overline{k}$ denote an algebraic closure of $k$ and $\overline{X} = X \times_{\text{Spec } k} \text{Spec } \overline{k}$. If $\pi : \overline{X} \to X$ is the natural projection, then for every quasicoherent sheaf $\mathcal{F}$ on $X$, we have canonical isomorphisms $H^i(X, \mathcal{F}) \otimes_k \overline{k} \simeq H^i(\overline{X}, \pi^*(\mathcal{F}))$.

We always assume that $X$ is geometrically connected, that is, $\overline{X}$ is connected. In this case $\overline{X}$ is a smooth, irreducible, projective curve over $\overline{k}$. Since $H^0(\overline{X}, \mathcal{O}_{\overline{X}}) = \overline{k}$, we get $H^0(X, \mathcal{O}_X) = k$. Recall that the genus of $X$ is $g := h^1(X, \mathcal{O}_X) = h^1(\overline{X}, \mathcal{O}_{\overline{X}})$.

Our goal in this chapter is to prove the Weil conjectures in this setting. As we have seen in Chapter 2, $Z(X, t)$ can be viewed as a generating function for effective 0-cycles on $X$. Since $X$ is a curve, a 0-cycle is the same as a Weil divisor on $X$. We start by recalling a few generalities about divisors and line bundles on $X$.

A divisor on $X$ is a finite formal combination $\sum_{i=1}^r a_i P_i$, where $a_i \in \mathbb{Z}$ and $P_i$ is a closed point of $X$. One says that $D$ is effective if $a_i \geq 0$ for all $i$. Note that every such divisor is automatically Cartier since $X$ is nonsingular. The degree of $D$ is $\deg(D) := \sum_i a_i \cdot [k(P_i) : k]$. The line bundle associated to $D$ is denoted by $\mathcal{O}_X(D)$. The degree map induces a morphism of abelian groups $\deg : \text{Pic}(X) \to \mathbb{Z}$.

Given a line bundle $L$ on $X$, the set of effective divisors $D$ on $X$ with $\mathcal{O}_X(D) \simeq L$ in bijection with the quotient of $H^0(X, L) \setminus \{0\}$ by the action of the invertible elements in $H^0(X, \mathcal{O}_X)$ via multiplication. By assumption, $H^0(X, \mathcal{O}_X) = k$, hence this space of divisors is nonempty if and only if $H^0(X, L) \neq 0$, and in this case it is in bijection with $\mathbb{P}^{h^0(L)-1}(\mathbb{F}_q)$, hence it has $\frac{q^{h^0(L)} - 1}{q-1}$ elements.

The Riemann-Roch theorem says that for every divisor $D$ on $X$,

$$\chi(X, \mathcal{O}_X(D)) = \deg(D) - g + 1. \quad (3.1)$$

Furthermore, recall that if $\deg(\mathcal{O}_X(D)) \geq 2g - 1$, then $H^1(X, \mathcal{O}_X(D)) = 0$, in which case $h^0(X, \mathcal{O}_X(D)) = \deg(D) - g + 1$. We will also make use of Serre duality: if $\omega_X = \Omega_{X/k}$ is the canonical line bundle on $X$, then for every line bundle $L$ on $X$ we have $h^1(X, L) = h^0(X, \omega_X \otimes L^{-1})$. Note that $\deg(\omega_X) = 2g - 2$. All the above assertions can be proved by passing to $\overline{k}$, and using the familiar results over algebraically closed fields, see [Har, Chapter IV.1].

There is a variety $J(X)$ defined over $k$, with the following property: for every field extension $k'$ of $k$, the $k'$-valued points of $J(X)$ are in natural bijection with the line bundles of degree zero on $X \times_{\text{Spec } k} \text{Spec } k'$. In particular, the number $h$ of line bundles on $X$ of degree zero is equal to $|J(X)(k)|$, hence it is finite (and, of course, positive). Note that if $\text{Pic}^m(X)$ denotes the set of line bundles on $X$ of degree $m$, then $\text{Pic}^m(X)$ is either empty, or it has $h$ elements (we will see below that $\text{Pic}^m(X)$ is never empty).
3. THE WEIL CONJECTURES FOR CURVES

3.1. Rationality of the zeta function

We first prove the first of the Weil conjectures. In fact, we will prove the following more precise statement below. In this section and the next one, we follow [Lor, Chapter 8].

**Theorem 3.1.** If $X$ is a smooth, geometrically connected, projective curve of genus $g$ over $F_q$, then

$$Z(X, t) = \frac{f(t)}{(1 - t)(1 - qt)},$$

where $f \in Z[t]$ is a polynomial of degree $\leq 2g$, with $f(0) = 1$ and $f(1) = h$, where $h = |J(X)(F_q)|$.

**Proof.** It follows from Proposition 2.7 that

$$Z(X, t) = \prod_{x \in X} \frac{1}{1 - t^{\deg(x)}} = \sum_{D \geq 0} t^{\deg(D)},$$

where the last sum is over the effective divisors $D$ on $X$. We will break this sum into two sums, depending on whether $\deg(D) \geq 2g - 1$ or $\deg(D) \leq 2g - 2$.

Let $e > 0$ be the positive integer such that $\deg(Pic(X)) = eZ$. For every $m$ such that $e|m$, we have

$$|[\{L \in Pic(X) \mid \deg(L) = m\}]| = h/d.$$  

As we have seen, if $h^0(X, L) \geq 1$, then the number of effective divisors $D$ with $\mathcal{O}_X(D) \simeq L$ is $\frac{h^0(L)}{q^1}$. In particular, if $m$ is a nonnegative integer with $m \geq 2g - 1$, then for every $L \in Pic(X)$ with $\deg(L) = m$, we have exactly $\frac{q^{m-g+1} - 1}{q-1}$ effective divisors $D$ with $\mathcal{O}_X(D) \simeq L$.

Let $d_0$ be the smallest nonnegative integer such that $d_0e \geq 2g - 1$. We deduce that

$$Z(X, t) = \sum_{D \geq 0, \deg(D) \leq 2g-2} t^{\deg(D)} + \sum_{d \geq d_0} h \frac{q^{d_0e-g+1} - 1}{q-1} t^{d_0e}.$$  

Note that the first sum in (3.2) is a polynomial in $t^e$ of degree $\leq (2g-2)/e$. Since $\sum_{d \geq d_0} t^{d_0e} = \frac{e}{1-t^e}$ and $\sum_{d \geq d_0} q^{d_0e} t^{d_0e} = \frac{qt^{d_0e}}{1-(qt)^e}$, the second sum in (3.2) is equal to

$$\frac{h}{q-1} \cdot \left( q^{1-g} \cdot \frac{(qt)^{d_0e}}{1-(qt)^e} - t^{d_0e} \right).$$

We conclude that we may write

$$Z(X, t) = \frac{f(t^e)}{(1 - t^e)(1 - q^e t^e)},$$

where $f$ is a polynomial with rational coefficients of degree $\leq \max\{2 + \frac{2g-2}{e}, d_0 + 1\}$. In fact, since $Z(X, t)$ has integer coefficients, we see that $f$ has integer coefficients, as well.

This already shows that $Z(X, t)$ is a rational function. We now show the more precise assertions in the statement of the theorem. Note first that the expression in (3.3) implies that

$$\lim_{t \to 1} (t-1)Z(X, t) = -\frac{h}{q-1} \cdot \lim_{t \to 1} \frac{t-1}{1-t^e} = \frac{h}{e(q-1)}.$$
In particular, we see that $Z(X, t)$ has a pole of order one at $t = 1$.

We now show that, in fact, $e = 1$. Consider $X' = X \times_{\text{Spec } F_q} \text{Spec } F_q$. We have seen in Proposition 2.14 that

$$Z(X', t^e) = \prod_{i=1}^e Z(X, \xi^i t),$$

where $\xi$ is an $e$th primitive root of 1. It follows from the formula in (3.4) that $Z(X', t^e) = Z(X, t)^e$. On the other hand, applying what we have proved so far to $X'$, we see that $Z(X', t)$ has a pole of order one at $t = 1$, and therefore $Z(X', t^e)$ has the same property. This implies that $e = 1$. If $g \geq 0$, then $d_0 = 2g - 1$, so that $\text{deg}(f) \leq 2g$. On the other hand, $d_0 = 0$ if $g = 0$, and the formula in (3.3) shows that $f = h$ in this case. The remaining assertions in the theorem now follow from (3.4) and (3.5).

For future reference, we state explicitly the following result that was showed during the proof of Theorem 3.1.

**Corollary 3.2.** If $X$ is a smooth, geometrically connected, projective curve over $F_q$, then all $\text{Pic}^m(X)$ have the same (nonzero) number of elements.

### 3.2. The functional equation

In our setting, if $\Delta$ is the diagonal in $X \times X$, then $(\Delta^2)$ can be computed via the adjunction formula: if $\ell_1 = X \times \text{pt}$ and $\ell_2 = \text{pt} \times X$, then $(\ell_1^2) = 0 = (\ell_2^2)$, $(\ell_1 \cdot \ell_2) = 1$, and $(\Delta \cdot \ell_1) = 1 = (\Delta \cdot \ell_2)$. Therefore we have

$$2g - 2 = (\Delta \cdot (\Delta + (2g - 2)\ell_1 + (2g - 2)\ell_2)) = (\Delta^2) + 2(2g - 2).$$

Hence $(\Delta^2) = 2 - 2g$, and the statement of the second Weil conjecture for curves becomes the following.

**Theorem 3.3.** If $X$ is a smooth, geometrically connected, projective curve over $F_q$, then

$$Z(X, 1/qt) = q^{1-g}q^{2-2g}Z(X, t).$$

**Proof.** As we will see, the key ingredient in the proof is Serre duality. If $g = 0$, it follows from Theorem 3.1 that $Z(X, t) = \frac{h}{(1-t)(1/qt)}$, and the formula in the theorem is straightforward in this case. Hence from now on we may assume that $g \geq 1$. We follow the approach to $Z(X, t) = \sum_{D \geq 0} t^D$ used in the previous section.

Recall that for every line bundle $L \in \text{Pic}(X)$ with $h^0(L) \geq 1$, the effective divisors $D$ with $\mathcal{O}(D) \simeq L$ form the $F_q$-points of a projective space $\mathbf{P}^{h^0(L)-1}$, hence there are $\frac{q^{h^0(L)-1}}{q-1}$ such divisors. Using the fact that $h^0(L) = \text{deg}(L) - g + 1$ when $\text{deg}(L) \geq 2g - 1$ and Corollary 3.2, we conclude that

(3.6)

$$Z(X, t) = \sum_{m=0}^{2g-2} \left( \sum_{L \in \text{Pic}^m(X)} \frac{q^{h^0(L)-1}}{q-1} t^m \right) + \sum_{m \geq 2g-1} h \frac{q^{d-g+1}-1}{q-1} t^d = S_1 + S_2,$$

where

(3.7) $S_1 = \sum_{m=0}^{2g-2} \sum_{L \in \text{Pic}^m(X)} \frac{q^{h^0(L)}}{q-1} t^m$, $S_2 = -\frac{h}{q-1} \cdot \frac{1}{1-t} + \frac{hq^{-g}(qt)^{2g-1}}{(q-1)(1-qt)}$. 

Note that
\[ S_2(1/qt) = -\frac{h}{q-1} \cdot \frac{qt}{1-qt} - \frac{hq^{1-g}t^{2-2g}}{(q-1)(1-t)} \]
\[ = q^{1-g}t^{2-2g} \cdot \left( \frac{hq^gt^{2g-1}}{(q-1)(1-qt)} - \frac{h}{(q-1)(1-t)} \right) = q^{1-g}t^{2-2g}S_2(t). \]

On the other hand, \( L \rightarrow \omega_X \otimes L^{-1} \) gives a bijection between the set of line bundles on \( X \) of degree in \([0, 2g-2]\), and Serre duality plus Riemann-Roch gives \( h^0(\omega_X \otimes L^{-1}) = h^0(L) - (\deg(L) - g + 1) \). Therefore
\[ S_1(1/qt) = \sum_{m=0}^{2g-2} \left( \sum_{L \in Pic^m(X)} \frac{q^{h^0(L)}}{q-1} \right) \left( \frac{1}{qt} \right)^m \]
\[ = \sum_{m=0}^{2g-2} \left( \sum_{L \in Pic^m(X)} \frac{q^{h^0(\omega_X \otimes L^{-1})}}{q-1} \right) \left( \frac{1}{qt} \right)^{2g-2-m} \]
\[ = \sum_{m=0}^{2g-2} \left( \sum_{L \in Pic^m(X)} \frac{q^{h^0(L) - m + g - 1}}{q-1} \right) (qt)^m t^{2-2g} q^{1-g} t^{2-2g} S_1(t). \]

This completes the proof of the theorem. \( \square \)

**Remark 3.4.** With the notation in Theorem 3.1, we write \( f(t) = \prod_{i=1}^{2g} (1-\omega_i t) \), with \( \omega_i \in \mathbb{C} \), possibly zero. We have
\[ Z(X, 1/qt) = \frac{\prod_{i=1}^{2g} \left( 1 - \frac{\omega_i}{qt} \right)}{(1 - \frac{1}{qt}) (1 - \frac{1}{t})} = \frac{qt^2(qt)^{-2g} \prod_{i=1}^{2g} (qt - \omega_i)}{(1-t)(1-qt)} \]
\[ = q^{1-g}t^{2-2g} \cdot \frac{\prod_{i=1}^{2g} (1 - \omega_i t)}{(1-t)(1-qt)} \]
where the last equality is a consequence of Theorem 3.3. Therefore \( \prod_{i=1}^{2g} (t-\omega_i/q) = q^{-g} \cdot \prod_{i=1}^{2g} (1 - \omega_i t) \).

The first consequence is that \( \omega_i \neq 0 \) for all \( i \), that is, \( \deg(f) = 2g \). Furthermore, we see that \( \prod_{i=1}^{2g} \omega_i = q^g \), and the multiset \( \{\omega_1, \ldots, \omega_{2g}\} \) is invariants under the map \( x \rightarrow q/x \).

**Remark 3.5.** Note that the assertion in the fourth Weil conjecture is now clear in our setting. Indeed, we have \( B_0 = B_2 = 1 \) and \( B_1 = 2g \). Recall that \( E = 2 - 2g \), hence \( E = B_0 - B_1 + B_2 \). Furthermore, if \( X \) is the closed fiber of a smooth projective curve \( \tilde{X} \) over a finite type \( \mathcal{O} \)-algebra \( R \), then \( \tilde{X}_\mathbb{C} := \tilde{X} \times_{\text{Spec } R} \text{Spec } \mathbb{C} \) is a smooth connected complex curve of genus \( g \). Its Betti numbers are \( b_0 = b_2 = 1 \), and \( b_1 = 2g \) (the formula for \( b_1 \) is a consequence of Hodge decomposition: \( b_1(\tilde{X}_\mathbb{C}) = h^0(\Omega^1_{\tilde{X}_\mathbb{C}}) + h^1(\mathcal{O}_{\tilde{X}_\mathbb{C}}) = 2g \)). This proves all the assertions in the fourth Weil conjecture for \( X \).
3.3. The analogue of the Riemann hypothesis

We use the notation for the zeta function $Z(X, t)$ introduced in Remark 3.4:

$$Z(X, t) = \prod_{i=1}^{2g} \frac{(1 - \omega_i t)}{(1 - t)(1 - qt)}.$$  

The following proves the analogue of the Riemann hypothesis in our setting.

**Theorem 3.6.** With the above notation, every $\omega_i$ is an algebraic integer, and $|\omega_i| = q^{1/2}$ for every $i$.

**Remark 3.7.** If we show that $|\omega_i| \leq q^{1/2}$ for every $i$, since the multiset $\{\omega_1, \ldots, \omega_{2g}\}$ is invariant by the map $x \rightarrow q/x$ (see Remark 3.4) we conclude that we also have $|\omega_i| \geq q^{1/2}$, hence $|\omega_i| = q^{1/2}$ for every $i$. The fact that the $\omega_i$ are algebraic integers is clear: since $\prod_{i=1}^{2g} (1 - \omega_i t) = (1 - t)(1 - qt)Z(X, t)$ has integer coefficients, it follows that all elementary symmetric functions $s_j = s_j(\omega_1, \ldots, \omega_{2g})$ are integers, and $\omega_i$ is a root of $t^{2g} + \sum_{j=1}^{2g} (-1)^j s_j t^{2g - j}$.

Before proving Theorem 3.6 we make some general considerations that are very useful in general when considering zeta functions of curves. Let $N_m = |X(F_q^m)|$, and let $a_m \in \mathbb{Z}$ be defined by

$$N_m = 1 - a_m + q^m.$$  

It follows from the definition of the zeta function and from (3.8) that

$$\sum_{m \geq 1} \frac{N_m t^m}{m} = \sum_{i=1}^{2g} \log(1-\omega_i t) - \log(1-t) - \log(1-qt) = \sum_{m \geq 1} \frac{1}{m} \left(1 + q^m - \sum_{i=1}^{2g} \omega_i^m\right) t^m,$$

hence $a_m = \sum_{i=1}^{2g} \omega_i^m$ for every $m \geq 1$. The following lemma rephrases the condition in Theorem 3.6 as an estimate for the integers $a_m$. This estimate, in fact, is responsible for many of the applications of the Weil conjectures in the case of curves.

**Lemma 3.8.** With the above notation, we have $|\omega_i| \leq q^{1/2}$ for every $i$ if and only if $|a_m| \leq 2g q^{m/2}$ for every $m \geq 1$.

**Proof.** One implication is trivial: since $a_m = \sum_{i=1}^{2g} \omega_i^m$, if $|\omega_i| \leq q^{1/2}$ for every $i$, it follows that $|a_m| \leq 2g q^{m/2}$. For the converse, note that

$$\sum_{m \geq 1} a_m t^m = \sum_{i=1}^{2g} \sum_{m \geq 1} \omega_i^m t^m = \sum_{i=1}^{2g} \frac{\omega_i t}{1 - \omega_i t}.$$  

If $|a_m| \leq 2g q^{m/2}$ for all $m$, then for $t \in \mathbb{C}$ with $|t| < q^{-1/2}$ we have

$$|\sum_{m \geq 1} a_m t^m| \leq 2g \sum_{m \geq 1} (q^{1/2}|t|)^m = \frac{2g q^{1/2} |t|}{1 - q^{1/2} |t|}.$$  

Note that (3.11) implies that the rational function $\sum_{m \geq 1} a_m t^m$ has a pole at $t = 1/\omega_i$. The estimate in (3.12) implies that $1/|\omega_i| \geq q^{-1/2}$, as required. □

We can now prove the main result of this section.
Proof of Theorem 3.6. As it follows from Remark 3.7 and Lemma 3.8, it is enough to show that $|N_m - (q^m + 1)| \leq 2gq^{m/2}$ for every $m$. In fact, if we prove this for $m = 1$, then we may apply this to $X \times_{\mathrm{Spec} \mathbb{F}_q} \mathrm{Spec} \mathbb{F}_q$, in order to get the bound for $|N_m - (q^m + 1)|$.

We recall the description of $N_1$ given in Proposition 2.4. Consider the smooth projective surface $S = \overline{X} \times \overline{X}$, where $\overline{X} = X \times_{\mathrm{Spec} \mathbb{F}_q} \mathrm{Spec} \mathbb{F}_q$. We have two divisors on $S$, the diagonal $\Delta$ and the graph $\Gamma$ of the morphism $\text{Frob}_{\overline{\mathbb{Q}}_p}$ on $\overline{X}$. The two divisors intersect transversely, and the number of intersection points is $(\Gamma \cdot \Delta) = |X(\mathbb{F}_q)|$.

It is an elementary consequence of the Hodge index theorem (see Proposition 3.9 below) that if $\ell_1 = \overline{X} \times \text{pt}$ and $\ell_2 = \text{pt} \times \overline{X}$, then for every divisor $D$ on $S$ we have

$$ (D^2) \leq 2(D \cdot \ell_1)(D \cdot \ell_2). $$

Let us apply this for $D = a\Delta + b\Gamma$. Note that $(\Delta \cdot \ell_1) = (\Delta \cdot \ell_2) = 1$, while $(\Gamma \cdot \ell_1) = q$ and $(\Gamma \cdot \ell_2) = 1$.

We now compute $(\Gamma^2)$ and $(\Delta^2)$ via the adjunction formula. Note that the canonical class $K_S$ on $S$ is numerically equivalent to $(2g - 2)(\ell_1 + \ell_2)$. Since both $\Delta$ and $\Gamma$ are smooth curves of genus $g$, we have

$$ 2g - 2 = (\Delta \cdot (\Delta + K_S)) = (\Delta^2) + 2(2g - 2), $$

$$ 2g - 2 = (\Gamma \cdot (\Gamma + K_S)) = (\Gamma^2) + (q + 1)(2g - 2). $$

Therefore $(\Delta^2) = -(2g - 2)$ and $(\Gamma^2) = -q(2g - 2)$.

Applying (3.13) for $D = a\Delta + b\Gamma$ gives

$$ -a^2(2g - 2) - qb^2(2g - 2) + 2abN_1 \leq 2(a + bq)(a + b). $$

After simplifying, we get

$$ ga^2 - ab(q + 1 - N_1) + gqb^2 \geq 0. $$

Since this holds for all integer (or rational) $a$ and $b$, it follows that $(q + 1 - N_1)^2 \leq 4gq^2$. Therefore $|N_1 - (q + 1)| \leq 2gq^{1/2}$, as required. This completes the proof of Theorem 3.6. \hfill \Box

The following proposition is [Har, Exercise V.1.9].

Proposition 3.9. Let $C_1$ and $C_2$ be smooth projective curves over an algebraically closed field, and let $S = C_1 \times C_2$. If $\ell_1 = C_1 \times \text{pt}$ and $\ell_2 = \text{pt} \times C_2$, then for every divisor $D$ on $S$ we have

$$ (D^2) \leq 2(D \cdot \ell_1)(D \cdot \ell_2). $$

Proof. Recall that the Hodge index theorem says that if $E$ is a divisor on $S$ such that $(E \cdot H) = 0$, where $H$ is ample, then $(E^2) \leq 0$ (see [Har, Theorem 1.9]).

We apply this result for the ample divisor $H = \ell_1 + \ell_2$, and for $D = (a\ell_1 + b\ell_2)$, where $a = (D \cdot \ell_1)$ and $b = (D \cdot \ell_2)$. Note that $(E \cdot H) = 0$, hence $(E^2) \leq 0$. Since $(E^2) = (D^2) - 2ab$, we get the assertion in the proposition. \hfill \Box

Example 3.10. Consider the case when $X$ is an elliptic curve (that is, $g = 1$). In this case it follows from Theorem 3.6 and Remark 3.4 that

$$ Z(X, t) = \frac{(1 - at)(1 - \beta t)}{(1 - t)(1 - qt)} = \frac{1 - at + g^2}{(1 - t)(1 - qt)}. $$
where $|\alpha| = |\beta| = q^{1/2}$, and $a \in \mathbb{Z}$. Note that $|X(F_{q^m})| = (1 + q^m) - 2\text{Re}(\alpha^m)$. In particular, $a = (1 + q) - |X(F_q)|$. 
Weil cohomology theories and the Weil conjectures

Weil realized that the rationality and the functional equation part of the Weil conjectures would follow from the existence of a cohomology theory with suitable properties. Such a cohomology theory is nowadays called a Weil cohomology theory. In the first section we describe the axioms of such a cohomology theory, and derive some consequences. These will be used in the second section to deduce the rationality and the functional equation for the Hasse-Weil zeta function. In the last section, we give a brief introduction to the first Weil cohomology over fields of positive characteristic, the $\ell$-adic cohomology.

4.1. Weil cohomology theories

In this section we work over a fixed algebraically closed field $k$. All varieties are defined over $k$. Recall that given a variety $X$ and $r \in \mathbb{Z}_{\geq 0}$, the group of $r$-cycles on $X$ is the free abelian group on the set of closed irreducible $r$-dimensional subvarieties of $X$. If $V$ is such a variety, then we write $[V]$ for the corresponding element of the cycle group. For a closed subscheme $Z$ of $X$ of pure dimension $r$, the cycle of $Z$ is $[Z] = \sum_{i=1}^r \ell(O_{Z,Z_i})(Z_i)$, where the $Z_i$ are the irreducible components of $Z$, and $O_{Z,Z_i}$ is the zero-dimensional local ring of $Z$ at the generic point of $Z_i$.

Our presentation of the formalism of Weil cohomology theories follows with small modifications and a few extra details de Jong’s note [deJ1]. A Weil cohomology theory with coefficients in the characteristic zero field $K$ is given by the following data:

1. A contravariant functor $X \mapsto H^*(X) = \oplus_i H^i(X)$ from nonsingular, connected, projective varieties (over $k$) to graded commutative\(^1\) $K$-algebras. The product of $\alpha, \beta \in H^*(X)$ is denoted by $\alpha \cup \beta$.

2. For every nonsingular, connected, projective algebraic variety $X$, a linear trace map $\text{Tr} = \text{Tr}_X : H^{2 \dim(X)}(X) \to K$.

3. For every nonsingular, connected, projective algebraic variety $X$, and for every closed irreducible subvariety $Z \subseteq X$ of codimension $c$, a cohomology class $\text{cl}(Z) \in H^{2c}(X)$.

The above data is supposed to satisfy the following set of axioms.

1. For every nonsingular, connected, projective variety $X$, all $H^i(X)$ have finite dimension over $K$. Furthermore, $H^i(X) = 0$ unless $0 \leq i \leq 2 \dim(X)$.

2. (Künneth property) If $X$ and $Y$ are nonsingular, connected, projective varieties, and if $p_X : X \times Y \to X$ and $p_Y : X \times Y \to Y$ are the canonical

\(^1\)Recall that graded commutative means that $\alpha \beta = (-1)^{\deg(\alpha) \deg(\beta)} \beta \alpha$ for every homogeneous elements $\alpha$ and $\beta$. 
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projections, then the $K$-algebra homomorphism

$$H^*(X) \otimes_K H^*(Y) \rightarrow H^*(X \times Y), \ \alpha \otimes \beta \rightarrow p_X^*(\alpha) \cup p_Y^*(\beta)$$

is an isomorphism.

(A3) (Poincaré duality) For every nonsingular, connected, projective variety $X$, the trace map $\text{Tr}: H^{2\dim(X)}(X) \rightarrow K$ is an isomorphism, and for every $i$ with $0 \leq i \leq 2\dim(X)$, the bilinear map

$$H^i(X) \otimes_K H^{2\dim(X) - i}(X) \rightarrow K, \ \alpha \otimes \beta \rightarrow \text{Tr}_X(\alpha \cup \beta)$$

is a perfect pairing.

(A4) (Trace maps and products) For every nonsingular, connected, projective varieties $X$ and $Y$, we have

$$\text{Tr}_{X \times Y}(p_X^*(\alpha) \cup p_Y^*(\beta)) = \text{Tr}_X(\alpha)\text{Tr}_Y(\beta)$$

for every $\alpha \in H^{2\dim(X)}(X)$ and $\beta \in H^{2\dim(Y)}(Y)$.

(A5) (Exterior product of cohomology classes) For every nonsingular, connected, projective varieties $X$ and $Y$, and every closed irreducible subvarieties $Z \subseteq X$ and $W \subseteq Y$, we have

$$\text{cl}(Z \times W) = p_X^*(\text{cl}(Z)) \cup p_Y^*(\text{cl}(W))$$

(A6) (Push-forward of cohomology classes) For every morphism $f: X \rightarrow Y$ of nonsingular, connected, projective varieties, and for every irreducible closed subvariety $Z \subseteq X$, we have for every $\alpha \in H^{2\dim(Z)}(Y)$

$$\text{Tr}_X(\text{cl}(Z) \cup f^*(\alpha)) = \deg(Z/f(Z)) \cdot \text{Tr}_Y(\text{cl}(f(Z)) \cup \alpha)$$

(A7) (Pull-back of cohomology classes) Let $f: X \rightarrow Y$ be a morphism of nonsingular, connected, projective varieties, and $Z \subseteq Y$ an irreducible closed subvariety that satisfies the following conditions:

a) All irreducible components $W_1, \ldots, W_r$ of $f^{-1}(Z)$ have pure dimension $\dim(Z) + \dim(X) - \dim(Y)$.

b) Either $f$ is flat in a neighborhood of $Z$, or $Z$ is generically transverse to $f$, in the sense that $f^{-1}(Z)$ is generically smooth.

Under these assumptions, if $[f^{-1}(Z)] = \sum_{i=1}^r m_i W_i$, then $f^*(\text{cl}(Z)) = \sum_{i=1}^r m_i \text{cl}(W_i)$ (note that if $Z$ is generically transverse to $f$, then $m_i = 1$ for all $i$).

(A8) (Case of a point) If $x = \text{Spec}(k)$, then $\text{cl}(x) = 1$ and $\text{Tr}_x(1) = 1$.

A basic example of a Weil cohomology theory is given by singular cohomology in the case $k = \mathbb{C}$, when we may take $K = \mathbb{Q}$. In the last section we will discuss an example of a Weil cohomology theory when $\text{char}(k) = p > 0$, the $\ell$-adic cohomology (with $K = \mathbb{Q}_\ell$, for some $\ell \neq p$). Another example, still when $\text{char}(k) > 0$, is given by crystalline cohomology (with $K = W(k)$, the ring of Witt vectors of $k$).

In the rest of this section we assume that we have a Weil cohomology theory for varieties over $k$, and deduce several consequences. In particular, we relate the Chow ring of $X$ to $H^*(X)$. We will review below some of the basic definitions related to Chow rings. For our applications in the next section, the main result is the trace formula in Theorem 4.7 below.

**Proposition 4.1.** Let $X$ be a smooth, connected, $n$-dimensional projective variety.

i) The structural morphism $K \rightarrow H^0(X)$ is an isomorphism.
ii) We have \( \text{cl}(X) = 1 \in H^0(X) \).

iii) If \( x \in X \) is a closed point, then \( \text{Tr}_X(\text{cl}(x)) = 1 \).

iv) If \( f: X \to Y \) is a generically finite, surjective morphism of degree \( d \) between smooth, connected, projective varieties, \( \text{Tr}_X(f^*(\alpha)) = d \cdot \text{Tr}_Y(\alpha) \) for every \( \alpha \in H^{2 \dim(Y)}(Y) \). In particular, if \( Y = X \), then \( f^* \) acts as multiplication by \( d \) on \( H^{2 \dim(X)}(X) \).

**Proof.** Applying condition (A3) with \( i = 0 \) implies that \( \dim_K H^0(X) = 1 \), hence the structural morphism of the \( K \)-algebra \( H^*(X) \) induces an isomorphism \( K \cong H^0(X) \). Applying condition (A7) to the morphism \( X \to \text{Spec} k \), as well as condition (A8), we get \( \text{cl}(X) = 1 \in H^0(X) \).

Given \( x \in X \), let us apply condition (A6) to the morphism \( X \to \text{Spec} k \), by taking \( Z = \{ x \} \) and \( \alpha = 1 \in H^0(\text{Spec} k) \). We deduce using also (A8) that \( \text{Tr}_X(\text{cl}(x)) = 1 \).

If \( f: X \to Y \) is as in iv), let us choose a general point \( Q \) in \( Y \). If the cycle of the fiber \( f^{-1}(Q) \) is \( [f^{-1}(Q)] = \sum_{i=1}^d m_i P_i \), then by hypothesis \( \sum_{i=1}^d m_i = d \). Since \( f \) is flat around \( Q \) by generic flatness, condition (A7) implies

\[
\text{Tr}_X(f^*(\text{cl}(Q))) = \text{Tr}_Y(\sum_i m_i \cdot \text{cl}(P_i)) = d \cdot \text{Tr}_Y(\text{cl}(Q)).
\]

Since \( \text{cl}(Q) \) generates \( H^{2 \dim(Y)}(Y) \), this proves the assertion in iv). \( \square \)

We now use Poincaré duality to define push-forwards in cohomology. Let \( f: X \to Y \) be a morphism between nonsingular, connected, projective varieties, with \( \dim(X) = m \) and \( \dim(Y) = n \). Given \( \alpha \in H^i(X) \), there is a unique \( f_*(\alpha) \in H^{2n-2m+i}(Y) \) such that

\[
\text{Tr}_Y(f_*(\alpha) \cup \beta) = \text{Tr}_X(\alpha \cup f^*(\beta))
\]

for every \( \beta \in H^{2m-i}(Y) \). It is clear that \( f_* \) is \( K \)-linear. The following proposition collects the basic properties of the push-forward map.

**Proposition 4.2.** Let \( f: X \to Y \) be a morphism as above.

i) (Projection formula) \( f_*(\alpha \cup f^*(\gamma)) = f_*(\alpha) \cup \gamma \).

ii) If \( g: Y \to Z \) is another morphism, with \( Z \) smooth, connected, and projective, then \( (g \circ f)_* = g_* \circ f_* \) on \( H^*(X) \).

iii) If \( Z \) is an irreducible, closed subvariety of \( X \), then

\[
f_*(\text{cl}(Z)) = \deg(Z/f(Z))\cdot\text{cl}(f(Z)).
\]

**Proof.** Properties i) and ii) follow easily from definition, using Poincaré duality. Property iii) is a consequence of (A6). \( \square \)

**Proposition 4.3.** Let \( X \) and \( Y \) be nonsingular, connected, projective varieties, and \( p: X \times Y \to X \) and \( q: X \times Y \to Y \) the canonical projections. If \( \alpha \in H^i(Y) \), then \( p_*(q^*(\alpha)) = \text{Tr}_Y(\alpha) \) if \( i = 2 \dim(Y) \), and \( p_*(q^*(\alpha)) = 0 \), otherwise.

**Proof.** Note that \( p_*(q^*(\alpha)) \in H^{i-2 \dim(Y)}(X) \), hence it is clear that \( p_*(q^*(\alpha)) = 0 \) when \( i \neq 2 \dim(Y) \). On the other hand, if \( \alpha \in H^{2 \dim(Y)}(Y) \) and \( \beta \in H^{2 \dim(X)}(X) \), then

\[
\text{Tr}_X(p_*(q^*(\alpha)) \cup \beta) = \text{Tr}_{X \times Y}(q^*(\alpha) \cup p^*(\beta)) = \text{Tr}_Y(\alpha) \cdot \text{Tr}_X(\beta),
\]

where the last equality follows from condition (A4). Therefore \( p_*(q^*(\alpha)) = \text{Tr}_Y(\alpha) \). \( \square \)
Our next goal is to show that taking the cohomology class induces a ring homomorphism from the Chow ring $A^*(X)$ to $H^{2*}(X)$, the even part of the cohomology ring. Before doing this, let us review a few facts about Chow rings. For details and proofs, we refer to [Fu1, Chapters I-VIII].

Let $X$ be an arbitrary variety over $k$. The Chow group $A_*(X)$ is the quotient of $Z_*(X)$ by the rational equivalence relation. Recall that this equivalence relation is generated by putting $\text{div}_W(\phi) \sim 0$, where $W$ is an $(r+1)$-dimensional closed irreducible subvariety of $X$, and $\phi$ is a nonzero rational function of $X$. We do not give the general definition of $\text{div}_W(\phi)$, but only mention that for $W$ normal, this is the usual definition of the principal divisor corresponding to a rational function. In particular, if $\phi$ defines a morphism $\tilde{\phi}: W \to P^1$, then $\text{div}_W(\phi) = [\tilde{\phi}^{-1}(0)] - [\tilde{\phi}^{-1}(\infty)]$.

For a proper morphism $f: X \to Y$ one defines $f_*: Z_r(X) \to Z_r(Y)$ such that for an irreducible variety $V$ of $X$, $f_*([V]) = \deg(V/f(V))[f(V)]$. One shows that if $\phi$ is a nonzero rational function on an $(r+1)$-dimensional irreducible closed subvariety $W$ of $X$, one has $f_*([\text{div}_W(\phi)]) = 0$ if $\dim(f(W)) < \dim(V)$, and $f_*([\text{div}_W(\phi)]) = \text{div}_f(V(N(\phi)))$, otherwise, where $N: K(f(W)) \to K(W)$ is the norm map. Therefore we get an induced morphism $f_*: A_*(X) \to A_*(Y)$. Note that when $X$ is complete, the induced map $\text{deg}: A_0(X) \to A_0(Spec(k)) = Z$ is given by taking the degree of a cycle. We extend this map by defining it to be zero on $A_0(X)$ with $i \neq 0$.

If $X$ is nonsingular, connected, and $\dim(X) = n$, then one puts $A^i(X) = A_{n-i}(X)$, and $A^*(X) = \oplus_{i=0}^n A^i(X)$ has a structure of commutative graded ring. One denotes by $\alpha \cup \beta$ the product of $\alpha, \beta \in A^*(X)$. If $X$ is complete, and $\alpha_1, \ldots, \alpha_r \in A^*(X)$, then the intersection number $(\alpha_1 \cdot \ldots \cdot \alpha_r)$ is given by $\deg(\alpha_1 \cup \ldots \cup \alpha_r)$.

Taking $X$ to $A^*(X)$ gives, in fact, a contravariant functor from the category of nonsingular quasiprojective\footnote{This assumption is only made for convenience, since we want to use the Moving Lemma, and since we are concerned with projective varieties.} varieties to that of graded rings. One defines the pull-back $f^*: A^*(Y) \to A^*(X)$ of a morphism $f: X \to Y$ of nonsingular varieties in terms of a suitable (refined) intersection product. For us, it is enough to use the following property: if $Z$ is an irreducible subvariety of $Y$ such that $f^{-1}(Z)$ has pure dimension $\dim(Z) + \dim(X) - \dim(Y)$, and either $f$ is flat in a neighborhood of $Z$, or $Z$ is generically transverse to $f$, then $f^*([Z]) = [f^{-1}(Z)]$. In fact, one can always reduce to one of these two situations: every $f$ admits the decomposition

$$X \xrightarrow{j} X \times Y \twoheadrightarrow Y,$$

where $j = (\text{Id}_X, f)$ is the graph of $f$. Therefore

$$f^*([Z]) = j^*([pr_Y^*([Z])]) = j^*([X \times Z]).$$

Furthermore, by the Moving Lemma, $[X \times Z]$ is rationally equivalent with a sum $\sum_{t} n_t[Z_t]$, with each $W_t$ generically transverse to $j$. Therefore $f^*([Z]) = \sum_{t} n_t[j^{-1}(W_t)]$.

The product of $A^*(X)$ can be described in terms of pull-back, as follows. If $Z_1$ and $Z_2$ are irreducible closed subvarieties of $X$, then

$$[Z_1] \cup [Z_2] = \Delta^*([Z_1 \times Z_2]) \in A^*(X),$$
where $\Delta : X \hookrightarrow X \times X$ is the diagonal embedding. In particular, suppose that $Z_1$ and $Z_2$ are generically transverse, in the sense that all irreducible components $W_1, \ldots, W_r$ of $Z_1 \cap Z_2$ have dimension $\dim(Z_1) + \dim(Z_2) - \dim(X)$, and $Z_1 \cap Z_2$ is generically smooth. In this case $Z_1 \times Z_2$ is generically transverse to $\Delta$, hence $[Z_1] \cup [Z_2] = \sum_{t=1}^r [W_t]$.

Suppose now that we have a Weil cohomology theory for varieties over $k$. If $X$ is a smooth, connected, projective $n$-dimensional variety over $k$, taking the cohomology class induces a group homomorphism $\text{cl} : Z_n(X) \to H^{2(n-r)}(X)$. Note that if $f : X \to Y$ is a morphism of such varieties, then it follows from Proposition 4.2 iii) that
\begin{equation}
(4.1) \quad f_*(\text{cl}(\alpha)) = \text{cl}(f_*(\alpha)).
\end{equation}

**Lemma 4.4.** If $\alpha = \sum_{i=1}^r n_i[V_i]$ is an $r$-cycle that is rationally equivalent to zero, then $\sum_i n_i\text{cl}(V_i) = 0$ in $A^{2(n-r)}(X)$.

**Proof.** We may assume that there is an irreducible $(r+1)$-dimensional subvariety $W$ of $X$, and a nonzero rational function $\phi$ on $W$ such that $\alpha = \text{div}_W(\phi)$. We have a rational map $\tilde{\phi} : W \dashrightarrow \mathbb{P}^1$ defined by $\phi$. Let $\pi : W' \to W$ be a projective, generically finite morphism, with $W'$ an integral scheme, such that $\phi \circ \pi$ is a morphism $\tilde{\phi}$. After possibly replacing $W'$ by a nonsingular alteration (see [def2]), we may assume that $W'$ is nonsingular, connected, and projective. If $d = \deg(W'/W)$ and $\psi = f^*(\phi) \in K(W')$, then we have the equality of cycles $f_*(\text{div}(\psi)) = d \cdot \text{div}(\phi)$. Since $\text{char}(K) = 0$, it follows from (4.1) that it is enough to show that $\text{cl}(\text{div}(\psi)) = 0$ in $H^*(W')$. On the other hand, by construction we have $\text{div}(\psi) = [\psi^{-1}(0)] - [\psi^{-1}(\infty)]$, and condition (A7) implies that it is enough to show that $\text{cl}(0) = \text{cl}(\infty) \in H^1(\mathbb{P}^1)$. This follows from assertion iii) in Proposition 4.1. \hfill $\square$

The above lemma implies that for every nonsingular, connected, projective $n$-dimensional variety $X$, we have a morphism of graded groups $\text{cl} : A^*(X) \to H^{2*}(X)$.

**Proposition 4.5.** The morphism $\text{cl} : A^*(X) \to H^{2*}(X)$ is a ring homomorphism. Furthermore, it is compatible with both $f^*$ and $f_*$.

**Proof.** Compatibility with $f_*$ follows from (4.1). We next show compatibility with $f^*$, where $f : X \to Y$ is a morphism between nonsingular, connected, projective varieties. Writing $f$ as the composition $X \xrightarrow{j} X \times Y \xrightarrow{p_Y} Y$, we note that $f^* = j^* \circ p_Y^*$ both at the level of $H^*$ and at the level of $A^*$. The fact that taking the cohomology class commutes with both $p_Y^*$ and $j^*$ is a consequence of condition (A7) (and, in the case of $j^*$, of the Moving Lemma).

We now show that $\text{cl}$ is a ring homomorphism. If $V$ and $W$ are irreducible subvarieties of $X$, and $\Delta : X \hookrightarrow X \times X$ is the diagonal embedding, then using the compatibility with pull-back and condition (A5) we get
\begin{align*}
\text{cl}([V] \cup [W]) &= \text{cl}(\Delta^*(\text{cl}(V \cap W))) = \Delta^*(\text{cl}(V \cap W)) = \Delta^*(p_X^*(\text{cl}(V)) \cup p_Y^*(\text{cl}(W))) \\
&= \Delta^*(p_X^*(\text{cl}(V))) \cup \Delta^*(p_Y^*(\text{cl}(W))) = \text{cl}(V) \cup \text{cl}(W).
\end{align*}
\hfill $\square$

**Corollary 4.6.** If $X$ is a smooth, connected, projective variety, and $\alpha_i \in A^{m_i}(X)$ for $1 \leq i \leq r$ are such that $m_1 + \ldots + m_r = \dim(X)$, then $(\alpha_1 \cdot \ldots \cdot \alpha_r) = \text{Tr}_X(\text{cl}(\alpha_1) \cup \ldots \cup \text{cl}(\alpha_r))$. 

**Proof.** Since the map \( \text{cl}: A^*(X) \to H^{2n}(X) \) is a ring homomorphism, it is enough to show that for \( \alpha \in Z_{0}(X), \) we have \( \deg(\alpha) = \text{tr}_X(\text{cl}(\alpha)) \). By additivity, we may assume \( \alpha = P \), in which case it is enough to apply assertion iii) in Proposition 4.1. \( \square \)

**Theorem 4.7.** *(The trace formula)* If \( \phi: X \to X \) is an endomorphism of the nonsingular, connected, projective variety \( X \), and if \( \Gamma_\phi, \Delta \subset X \times X \) are the graph of \( \phi \), and respectively, the diagonal, then

\[
(\Gamma_\phi \cdot \Delta) = \sum_{i=0}^{2 \dim(X)} (-1)^i \text{trace}(\phi^*|H^i(X)).
\]

In particular, if \( \Gamma_\phi \) and \( \Delta \) intersect transversely, then the above expression computes \( \{x \in X \mid \phi(x) = x\} \).

We will apply this result in the next section by taking \( \phi \) to be the Frobenius morphism. On the other hand, by taking \( \phi \) to be the identity, we obtain the following

**Proposition 4.8.** If \( X \) is a smooth, connected, \( n \)-dimensional projective variety, and \( \Delta \subset X \times X \) is the diagonal, then

\[
(\Delta^2) = \sum_{i=0}^{2n} (-1)^i \dim_K H^i(X).
\]

We give the proof of Theorem 4.7 following [Mil, Chapter VI, §12]. We need two lemmas. With the notation in Theorem 4.7, let \( \dim(X) = n \), and let \( p, q: X \times X \to X \) denote the projections onto the first, respectively second, component.

**Lemma 4.9.** If \( \alpha \in H^*(X) \), then \( p_*(\text{cl}(\Gamma_\phi) \cup q^*(\alpha)) = \phi^*(\alpha) \).

**Proof.** Let \( j: X \to X \times X \) be the embedding onto the graph of \( \phi \), so that \( p \circ j = \text{Id}_X \) and \( q \circ j = \phi \). Since \( j_*(\text{cl}(X)) = \text{cl}(\Gamma_\phi) \), we deduce using the projection formula

\[
p_* (\text{cl}(\Gamma_\phi) \cup q^*(\alpha)) = p_* (j_*(\text{cl}(X)) \cup q^*(\alpha)) = p_* (j_*(\text{cl}(X) \cup j^* (q^*(\alpha)))) = p_* (j_*(\phi^*(\alpha))) = \phi^*(\alpha).
\]

\( \square \)

**Lemma 4.10.** Let \( (e_i^\ell) \) be a basis of \( H^\ell(X) \) and \( (f_i^{2n-\ell}) \) the dual basis of \( H^{2n-\ell}(X) \) with respect to Poincaré duality, such that \( \text{tr}_X(f_i^{2n-\ell} \cup e_i^\ell) = \delta_{i,\ell} \). With this notation, we have

\[
\text{cl}(\Gamma_\phi) = \sum_{\ell, r} p^*(\phi^*(e_i^\ell)) \cup q^*(f_i^{2n-\ell}) \in H^{2n}(X \times X).
\]

**Proof.** We know by the Künneth property that we can write

\[
\text{cl}(\Gamma_\phi) = \sum_{\ell, s} p^*(a_{\ell, s}) \cup q^*(f_i^{2n-s}),
\]

for unique elements \( a_{\ell, s} \in H^*(X) \). It follows from Lemma 4.9 and the projection formula that that

\[
\phi^*(e_i^\ell) = \sum_{\ell, s} p_* (p^*(a_{\ell, s}) \cup q^*(f_i^{2n-s} \cup e_i^\ell)) = \sum_{\ell, s} a_{\ell, s} \cup p_* (q^*(f_i^{2n-s} \cup e_i^\ell)).
\]
4.2. Rationality and the functional equation via Weil cohomology

Lemma 4.3 implies that \( p_*(q^*(f_i^{2n-s} \cup e_i^r)) \) is zero, unless \( r = s \), in which case it is equal to \( \text{Tr}_X(f_i^{2n-r} \cup e_i^r) \). By assumption, this is zero, unless \( i = \ell \), in which case it is equal to 1. We conclude that \( \phi^*(e_i^r) = a_{i,r} \).

**Proof of Theorem 4.7.** It follows from Lemma 4.10 that
\[
\text{cl}(\Gamma_\phi) = \sum_{i,r} p^*(\phi^*(e_i^r)) \cup q^*(f_i^{2n-r}).
\]
Applying the same lemma to the identity morphism, and to the dual bases \((f_\ell^s)\) and \((-1)^s e_i^{2n-s}\), we get
\[
\text{cl}(\Delta) = \sum_{\ell,s} (-1)^s p^*(f_\ell^s) \cup q^*(e_\ell^{2n-s}).
\]
Therefore we obtain
\[
(\Gamma_\phi \cdot \Delta) = \text{Tr}_{X \times X}(\text{cl}(\Gamma_\phi) \cup \text{cl}(\Delta))
\]
\[
= \text{Tr}_{X \times X} \left( \sum_{i,j,r,s} (-1)^{s+j} (f_i^{2n-r} \cup q^*(e_i^r) \cup f_j^s) \cup q^*(f_i^{2n-r} \cup e_i^{2n-s}) \right)
\]
\[
= \sum_{i,r} \text{Tr}_X(\phi^*(e_i^r) \cup f_i^{2n-r}) \cdot \text{Tr}_X(f_i^{2n-r} \cup e_i^r) = \sum_r (-1)^r \text{trace}(\phi^*|H^r(X)).
\]

**4.2. Rationality and the functional equation via Weil cohomology**

In this section we assume that we have a Weil cohomology theory for varieties over \( k = \overline{F}_q \), and show how to get the statements of Conjectures 2.15 and 2.16 for varieties over \( F_{q^m} \). We start with the rationality of the zeta function. As we have seen in § 2.2, given a variety \( X \) defined over \( F_q \), with \( q = p^e \), we have the \( q \)-Frobenius morphism \( \text{Frob}_X : X \to X \) (a morphism over \( F_q \)). Furthermore, if \( \overline{X} = X \times \text{Spec} F_{q^s} \), Spec \( k \), then we have an endomorphism \( F := \text{Frob}_{\overline{X},q} = \text{Frob}_X \times \text{Id} \) of \( \overline{X} \). Note that \( \text{Frob}_{\overline{X},q}^m = F^m \).

**Theorem 4.11.** If \( X \) is a nonsingular, geometrically connected, \( n \)-dimensional projective variety over \( F_q \), then
\[
Z(X, t) = \frac{P_1(t) \cdots P_{2n-1}(t)}{P_0(t) \cdots P_{2n}(t)},
\]
where for every \( i \) with \( 0 \leq i \leq 2n \) we have \( P_i(t) = \det(\text{Id} - t F^i|H^i(\overline{X})) \). In particular, \( Z(X, t) \in \mathbb{Q}(t) \).

We will make use of the following general formula for the characteristic polynomial of a linear endomorphism.

**Lemma 4.12.** For every endomorphism \( \phi \) of a finite dimensional vector space \( V \) over a field \( K \), we have
\[
\det(\text{Id} - t \phi) = \exp \left( - \sum_{m \geq 1} \text{trace}(\phi^m|V) \frac{t^m}{m} \right).
\]
PROOF. After replacing $K$ by its algebraic closure $\overline{K}$, $V$ by $V = V \otimes_K \overline{K}$, and $\phi$ by $\phi \otimes_K \overline{K} : V \rightarrow V$, we may assume that $K$ is algebraically closed. After choosing a suitable basis for $V$, we may assume that $\phi$ is represented by an upper triangular matrix. If the entries on the diagonal are $a_1, \ldots, a_d$, then $\det(\text{Id} - t\phi) = (1 - a_1t) \cdots (1 - a_dt)$. On the other hand,

$$\exp\left(-\sum_{m \geq 1} \text{trace}(\phi^m|V) \frac{t^m}{m}\right) = \exp\left(-\sum_{m \geq 1} \sum_{i=1}^d \frac{a_i^m t^m}{m}\right) = \exp\left(\sum_{i=1}^d \log(1 - a_it)\right) = \prod_{i=1}^d (1 - a_it).$$

\hfill \Box

Proof of Theorem 4.11. Let $N_m = |X(F_{q^m})|$. As we have seen in § 2.2, we have $N_m = \{|x \in \overline{X} \mid F^m(x) = x\}$. Furthermore, the graph $\Gamma_m \subset \overline{X} \times \overline{X}$ of $F^m$ is transverse to the diagonal, hence by Theorem 4.7 we have $N_m = \sum_{i=0}^{2n} (-1)^i \text{trace}((F^m)^*|H^i(\overline{X}))$. Using Lemma 4.12, we get

$$Z(X, t) = \exp\left(\sum_{m \geq 1} \sum_{i=0}^{2n} (-1)^i \text{trace}((F^m)^*|H^i(\overline{X})) \frac{t^m}{m}\right) = \prod_{i=0}^{2n} \det(\text{Id} - tF^*|H^i(\overline{X}))^{(-1)^{i+1}}.$$

This clearly shows that $Z(X, t)$ lies in $K(t)$. On the other hand, since $Z(X, t) \in \mathbb{Q}[t]$, the proposition below shows that $Z(X, t)$ lies in $\mathbb{Q}(t)$.

Proposition 4.13. Let $L$ be an arbitrary field, and $f = \sum_{m \geq 0} a_m t^m \in L[t]$. We have $f \in L(t)$ if and only if there are nonnegative integers $M$ and $N$ such that the linear span of the vectors

$$\{(a_i, a_{i+1}, \ldots, a_{i+N}) \in L^{\oplus(N+1)} \mid i \geq M\}$$

is a proper subspace of $L^{\oplus(N+1)}$. In particular, if $L'/L$ is a field extension, then $f$ lies in $L'(t)$ if and only if it lies in $L(t)$.

Proof. We have $f \in L(t)$ if and only if there are nonnegative integers $M$ and $N$, and $c_0, \ldots, c_N \in L$, not all zero, such that $f(t) \cdot \sum_{i=0}^N c_i t^i$ is a polynomial of degree $< M + N$. In other words, we need

$$c_N a_i + c_{N-1} a_{i+1} + \ldots + c_0 a_{i+N} = 0 \text{ for all } i \geq M.$$

This condition holds precisely when the linear function $\ell(x_0, \ldots, x_N) = \sum_{j=0}^N c_{N-j} x_j$ vanishes on the linear span of the vectors in (4.2), hence the first assertion in the proposition. The second assertion follows from the fact that if $v_1, \ldots, v_r$ are elements of a vector space $V$ over $L$, then $v_1, \ldots, v_r$ are linearly independent if and only if $v_1 \otimes 1, \ldots, v_r \otimes 1$ are linearly independent over $L'$ in $V \otimes_L L'$.

We now turn to the functional equation. We keep the same assumption and notation as in Theorem 4.11.
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THEOREM 4.14. If \( X \) is a nonsingular, geometrically connected, \( n \)-dimensional projective algebraic variety over \( \mathbb{F}_q \), and \( E = (\Delta^2) \), where \( \Delta \subset \mathcal{X} \times \mathcal{X} \) is the diagonal, we have

\[
Z(X, 1/q^n t) = \pm q^{nE/2} t^E Z(X, t).
\]

The key ingredient is the following linear algebra lemma (see [Har, Lemma 4.3, App. C]).

LEMMA 4.15. Let \( \phi: V \times W \to K \) be a perfect pairing of vector spaces of dimension \( r \) over the field \( K \). If \( \lambda \in K \setminus \{0\} \) and \( f \in \text{End}_K(V) \) and \( g \in \text{End}_K(W) \) are such that \( \phi(f(v), g(w)) = \lambda \phi(v, w) \) for every \( v \in V, w \in W \), then

\[
\det(\text{Id} - tg|W) = \frac{(-1)^r \lambda^r t^r}{\det(f|V)} \det(\text{Id} - \lambda^{-1} t^{-1} f|V)
\]

and

\[
\det(g|W) = \frac{\lambda^r}{\det(f|V)}.
\]

PROOF. After replacing \( K \) by its algebraic closure \( \overline{K} \), and extending the scalars to \( \overline{K} \), we may assume that \( K \) is algebraically closed. In this case we can find a basis \( e_1, \ldots, e_r \) of \( V \) such that if we write \( f(e_i) = \sum_{j=1}^r a_{i,j} e_j \), we have \( a_{i,j} = 0 \) for \( i > j \). Let \( e'_1, \ldots, e'_r \) be the basis of \( W \) such that \( \phi(e_i, e'_j) = \delta_{i,j} \) for every \( i \) and \( j \).

Note that \( g \) is invertible: if \( g(w) = 0 \), then \( 0 = \phi(f(v), g(w)) = \lambda \phi(v, w) \) for every \( v \in V, w \in W \). Since \( \phi(f(e_i), e'_j) = 0 \) for \( j < i \), we deduce that \( \phi(e_i, g^{-1}(e'_j)) = 0 \). If we write \( g^{-1}(e'_j) = \sum_{i=1}^r b_{j,i} e'_i \), we have \( b_{j,i} = 0 \) for \( i > j \).

Furthermore,

\[
a_{j,j} = \phi(f(e_j), e'_j) = \lambda \phi(e_j, g^{-1}(e'_j)) = \lambda b_{j,j}.
\]

Since \( \det(f|V) = \prod_{i=1}^r a_{i,i} \) and \( \det(g|W) = \prod_{j=1}^r b_{j,j}^{-1} = \lambda^r / \prod_{i=1}^r a_{i,i} \), we get (4.5).

We also have

\[
\det(\text{Id} - tg|W) = \det(g|W) \cdot \det(g^{-1} - t\text{Id}|W) = \frac{\lambda^r}{\det(f|V)} \cdot \prod_{j=1}^r (a_{j,j} \lambda^{-1} - t)
\]

\[
= \frac{(-1)^r \lambda^r t^r}{\det(f|V)} \cdot \prod_{j=1}^r (1 - a_{j,j} \lambda^{-1} t^{-1}) = \frac{(-1)^r \lambda^r t^r}{\det(f|V)} \det(\text{Id} - \lambda^{-1} t^{-1} f|V).
\]

\( \square \)

PROOF OF THEOREM 4.14. We apply the lemma to the perfect pairing given by Poincaré duality:

\[
\phi_1: H^i(\mathcal{X}) \otimes H^{2n-i}(\mathcal{X}) \to H^{2n}(\mathcal{X}) \to K, \quad \phi_1(\alpha \otimes \beta) = \text{Tr}(\alpha \cup \beta).
\]

Note that \( F: \mathcal{X} \to \mathcal{X} \) is a finite morphism of degree \( q^n \): indeed, it is enough to show that \( \text{Frob}_{X,q}: X \to X \) has this property. Arguing as in the proof of Proposition 2.4, we reduce the assertion to the case \( X = \mathbb{A}^n \), when it follows from the fact that \( k[x_1, \ldots, x_n] \) is free of rank \( q^n \) over \( k[x_1^q, \ldots, x_n^q] \).

Proposition 4.1 implies that \( F^* \) is given by multiplication by \( q^n \) on \( H^{2n}(\mathcal{X}) \). Therefore

\[
\phi_1(F^*(\alpha), F^*(\beta)) = \text{Tr}_{\mathcal{X}}(F^*(\alpha \cup \beta)) = \text{Tr}_{\mathcal{X}}(q^n \alpha \cup \beta) = q^n \phi_1(\alpha, \beta),
\]
for every $\alpha \in H^i(X)$ and $\beta \in H^{2n-i}(\overline{X})$. Lemma 4.15 implies that if we put $B_i = \dim_K H^i(\overline{X})$ and $P(t) = \det(\Id - tF^*|H^i(\overline{X}))$, then

$$\det(F^*|H^{2n-i}(\overline{X})) = q^{nB_i}/\det(F^*|H^i(\overline{X}))$$

and

$$P_{2n-i}(t) = \frac{(-1)^{B_i}q^{nB_i}t^{B_i}}{\det(F^*|H^i(\overline{X}))}P(1/q^n).$$

Using (4.6), (4.7) and Theorem 4.11, as well as the fact that $E = \sum_{i=0}^{2n}(-1)^iB_i$ by Proposition 4.8, we deduce

$$Z(1/q^n t) = \prod_{i=0}^{2n} P_i(1/q^n t)^{(-1)^{i+1}} = \prod_{i=0}^{2n} P_{2n-i}(t)^{(-1)^{i+1}} \cdot \frac{(-1)^E q^{nE} t^E}{\prod_{i=0}^{2n} \det(F^*|H^i(\overline{X}))(-1)^i},$$

$$= \pm Z(X,t) \cdot \frac{q^{nE} t^E}{q^{nE/2}} = \pm q^{nE} t^E Z(X,t).$$

\[\square\]

\textbf{Remark 4.16.} It follows from the above proof that the sign in the functional equation is $(-1)^{E+i}$, where $a = 0$ if $\det(F^*|H^i(\overline{X})) = q^{nB_n/2}$, and $a = 1$ if $\det(F^*|H^i(\overline{X})) = -q^{nB_n/2}$. If we write $P_n(t) = \prod_{i=1}^{2n} (1 - \alpha_i t)$, an easy computation using the identity (4.7) for $i = n$ implies that the multiset $\{\alpha_1, \ldots, \alpha_{B_n}\}$ is invariant under $\alpha \rightarrow q^{B_n}/\alpha$, and $\prod_{i=1}^{B_n} \alpha_i = (-1)^a q^{nB_n/2}$. Therefore $a$ has the same parity as the number of $\alpha_i$ equal to $-q^{n/2}$.

\textbf{4.3. A brief introduction to $\ell$-adic cohomology}

In this section we give a brief overview of étale cohomology, in general, and of $\ell$-adic cohomology, in particular. Needless to say, we will only describe the basic notions and results. For details and for proofs, the reader is referred to [Del1] or [Mil].

The basic idea behind étale topology is to replace the Zariski topology on an algebraic variety by a different topology. In fact, this is not a topology in the usual sense, but a Grothendieck topology. Sheaf theory, and in particular sheaf cohomology still make sense in this setting, and this allows the definition of $\ell$-adic cohomology.

As a motivation, note that in the case of a smooth, projective, complex algebraic variety we would like to recover the singular cohomology, with suitable coefficients. There are two ways of doing this algebraically. The first one consists in taking the hypercohomology of the de Rham complex. This approach, however, is known to produce pathologies in positive characteristic. The second approach consists in “refining” the Zariski topology, which as it stands, does not reflect the classical topology. The key is the notion of étale morphism. It is worth recalling that a morphism of complex algebraic varieties is étale if and only if it is a local analytic isomorphism in the classical topology.

Let $X$ be a fixed Noetherian scheme. The role of the open subsets of $X$ will be played by the category $\Et(X)$ of étale schemes $Y \rightarrow X$ over $X$. Instead of considering inclusions between open subsets, we consider morphisms in $\Et(X)$ (note that if $Y_1$ and $Y_2$ are étale schemes over $X$, any morphism $Y_1 \rightarrow Y_2$ of schemes over $X$ is étale). The category $\Et(X)$ has fiber products. The role of open covers is
played by \( \text{étale covers} \): these are families \((U_i \xrightarrow{f_i} U)\) of étale schemes over \(X\) such that \(U = \bigsqcup f_i(U_i)\). The set of étale covers of \(U\) is denoted by \(\text{Cov}(U)\).

What makes this data into a Grothendieck topology is the fact that it satisfies the following conditions:

(C1) If \(\phi \colon U \to V\) is an isomorphism in \(\hat{\text{Ét}}(X)\), then \((\phi) \in \text{Cov}(V)\).

(C2) If \((U_i \to U)_i \in \text{Cov}(U)\) and for every \(i\) we have \((U_{i,j} \to U_i)_j \in \text{Cov}(U_i)\), then \((U_{i,j} \to U)_{i,j} \in \text{Cov}(U)\).

(C3) If \((U_i \to U)_i \in \text{Cov}(U)\), and \(V \to U\) is a morphism in \(\hat{\text{Ét}}(X)\), then we have \((U_i \times_U V \to V)_i \in \text{Cov}(V)\).

This Grothendieck topology is the \(\text{étale topology}\) on \(X\).

It follows from definition that if \(U \in \hat{\text{Ét}}(X)\), and if \((U_i)_i\) is an open cover of \(U\), then \((U_i \to U)_i\) is in \(\text{Cov}(U)\). Another important type of cover is the following.

A finite étale morphism \(V \to U\) is a Galois cover with group \(G\) if \(G\) acts (on the right) on \(V\) over \(U\), and if the natural morphism

\[
\bigsqcup_{g \in G} V_g \to V \times_U V, \quad y \in V_g \to (y, yg)
\]

is an isomorphism, where \(V_g = V\) for every \(g \in G\). Note that this is a \(G\)-equivariant isomorphism if we let \(G\) act on the left-hand side so that \(h \in G\) takes \(V_g\) to \(V_{gh}\) via the identity map. It is a general fact that every finite étale morphism \(V \to U\) can be dominated by a Galois cover \(W \to U\).

Once we have a Grothendieck topology on \(X\), we can extend the notions of presheaves and sheaves. An étale presheaf on \(X\) (say, of abelian groups) is a contravariant functor from \(\hat{\text{Ét}}(X)\) to the category of abelian groups. An étale presheaf \(\mathcal{F}\) is a sheaf if for every \(U \in \hat{\text{Ét}}(X)\) and every étale cover \((U_i \to U)_i\), the following complex

\[
0 \to \mathcal{F}(U) \to \prod_i \mathcal{F}(U_i) \to \prod_{i,j} \mathcal{F}(U_i \times_U U_j)
\]

is exact. In particular, \(\mathcal{F}\) defines a sheaf \(\mathcal{F}_U\) on \(U\), in the usual sense, for every \(U\) in \(\hat{\text{Ét}}(X)\). On the other hand, if \(V \to U\) is a Galois cover in \(\hat{\text{Ét}}(X)\) with group \(G\), then the corresponding condition on \(\mathcal{F}\) is that \(\mathcal{F}(U) \simeq \mathcal{F}(V)^G\) (note that \(G\) has a natural action on \(\mathcal{F}\) since \(\mathcal{F}\) is a presheaf). Let us consider some examples of étale sheaves.

**Example 4.17.** If \(\mathcal{M}\) is a quasi-coherent sheaf of \(\mathcal{O}_X\)-modules on \(X\) (in the usual sense), then we put for \(U \xrightarrow{f} X\) in \(\hat{\text{Ét}}(X)\)

\[
W(\mathcal{M})(U) = \Gamma(U, f^*(\mathcal{M})).
\]

It is a consequence of faithfully flat descent that \(W(\mathcal{M})\) is an étale sheaf on \(X\). Abusing notation, we usually denote \(W(\mathcal{M})\) simply by \(\mathcal{M}\).

**Example 4.18.** If \(A\) is any abelian group, then we get an étale constant sheaf on \(X\) that takes every \(U \to X\) in \(\hat{\text{Ét}}(X)\) to \(A^{\pi_0(U)}\), where \(\pi_0(U)\) is the set of connected components of \(U\). This is denoted by \(A_X\), but whenever the scheme \(X\) is understood, we drop the subscript.

**Example 4.19.** Suppose that \(G\) is an abelian group scheme over \(X\). We may consider \(G\) as an étale presheaf on \(X\) by defining for \(U \to X\) in \(\hat{\text{Ét}}(X)\),

\[
G(U) = \text{Hom}_X(U, G).
\]

It is another consequence of faithfully flat descent that \(G\)
is an étale sheaf on $X$. For example, if $G = G_m = X \times_{\text{Spec } \mathbb{Z}} \text{Spec } \mathbb{Z}[t, t^{-1}]$, then $G_m(U)$ is the set $\mathcal{O}(U)^*$ of invertible elements in $\mathcal{O}(U)$. Another example is given by the closed subscheme

$$\mu_n = X \times_{\text{Spec } \mathbb{Z}} \text{Spec } \mathbb{Z}[t]/(t^n - 1) \hookrightarrow G_m.$$ 

In this case we have $\mu_n(U) = \{u \in \mathcal{O}(U) \mid u^n = 1\}$.

**Example 4.20.** As a last example, consider the case when $X = \text{Spec } k$, where $k$ is a field. Note that in this case an object in $\mathcal{E}(X)$ is just a disjoint union of finitely many $\text{Spec } K_i$, where the $K_i$ are finite, separable extensions of $k$. It is clear that every étale sheaf $\mathcal{F}$ over $X$ is determined by its values $M_K := \mathcal{F}(\text{Spec } K)$, for $K/k$ as above. Furthermore, $G(K/k)$ has an induced action on $M_K$, and for every Galois extension $L/K$ of finite, separable extensions of $k$, we have a functorial isomorphism $M_K \simeq (M_L)^{G(L/K)}$. Let $M := \lim_{K/k} M_K$. This carries a continuous action of $G = G(k^\text{sep}/k)$, where $k^\text{sep}$ is a separable closure of $k$ (the action being continuous means that the stabilizer of every element in $M$ is an open subgroup of $G$). One can show that this defines an equivalence of categories between the category of étale sheaves on $\text{Spec } k$ and the category of abelian groups with a continuous $G$-action.

Suppose now that $X$ is an arbitrary Noetherian scheme. It is easy to see that the category $\mathcal{PSh}_{\mathcal{E}(X)}$ of étale presheaves on $X$ is an abelian category. If $\mathcal{Sh}_{\mathcal{E}(X)}$ is the category of étale sheaves on $X$, then one can show that the natural inclusion $\mathcal{PSh}_{\mathcal{E}(X)} \to \mathcal{Sh}_{\mathcal{E}(X)}$ has a left adjoint, that takes an étale presheaf $\mathcal{F}$ to the associated étale sheaf. Using this, one can show that also $\mathcal{Sh}_{\mathcal{E}(X)}$ is an abelian category. We note that a complex of étale sheaves on $X$

$$\mathcal{F}' \xrightarrow{i} \mathcal{F} \xrightarrow{j} \mathcal{F}''$$

is exact if and only if for every $U \to X$ in $\mathcal{E}(X)$, every $a \in \mathcal{F}(U)$ such that $v(a) = 0$, and every $x \in U$, there is $f : V \to U$ in $\mathcal{E}(X)$ with $x \in f(V)$, such that the image of $a$ in $\mathcal{F}(V)$ lies in $\text{Im}(\mathcal{F}(V) \to \mathcal{F}(V))$.

**Example 4.21.** Suppose that $X$ is a scheme over $\mathbb{F}_p$, and let us assume, for simplicity, that $X$ is integral. There is an important exact sequence of étale sheaves on $X$, the *Artin-Schreier sequence*, given by

$$(4.8) \quad 0 \to (\mathbb{F}_p)_X \to \mathcal{O}_X \xrightarrow{\text{Frob}_p - \text{Id}} \mathcal{O}_X \to 0,$$

where for every $U \to X$ in $\mathcal{E}(X)$, we recall that $\text{Frob}_p : \mathcal{O}_X(U) \to \mathcal{O}_X(U)$ is given by $u \to u^p$. It is clear that $(\mathbb{F}_p)_X$ is the kernel of $\text{Frob}_p - \text{Id}$: this follows from the fact that for every domain $A$ over $\mathbb{F}_p$, we have $\mathbb{F}_p = \{a \in A \mid a^p = a\}$. Note that $\text{Frob}_p - \text{Id}$ is surjective on $\mathcal{O}_X$ (for the étale topology). Indeed, given any Noetherian ring $A$ and $a \in A$, the morphism $\phi : A \to B = A[t]/(t^p - t - a)$ is étale and surjective, and there is $b = t \in B$ such that $\phi(a) = b^p - b$.

**Example 4.22.** Suppose now that $X$ is a scheme over a field $k$, and $n$ is a positive integer, not divisible by $\text{char}(k)$. In this case we have an exact sequence of étale sheaves, the *Kummer sequence*

$$0 \to \mu_n \to G_m \xrightarrow{n} G_m \to 0.$$
In order to see that the morphism $G_m \to G_m$ that takes $u \to u^n$ is surjective, it is enough to note that for every $k$-algebra $A$, and every $a \in A$, the natural morphism \( \phi: A \to B = A[t]/(t^n - a) \) is étale and surjective, and there is $b = t \in B$, such that $\phi(a) = t^n$.

Note that if $k$ is separably closed, then it is clear that for every $k$-algebra that is an integral domain, we have $\{ u \in A \mid u^n = 1 \} \subseteq k$. Suppose, for simplicity, that $X$ is an integral scheme. In this case, the choice of a primitive $n^{th}$ root of 1 gives an isomorphism $\mu_n \simeq (\mathbb{Z}/n\mathbb{Z})_X$.

If $f: X \to Y$ is a morphism of Noetherian schemes, for every $U \to Y$ in $\text{Ét}(Y)$, we have $X \times_Y U \to X$ in $\text{Ét}(X)$. Furthermore, if $(U_i \to U)_i$ is an étale cover of $U$, then $(X \times_Y U_i \to X \times_Y U)_i$ is an étale cover of $X \times_Y U$. Using this, it is easy to see that we have a functor $f_*: \text{Sh}_{\text{ét}}(X) \to \text{Sh}_{\text{ét}}(Y)$, such that $f_*(\mathcal{F})(U) = \mathcal{F}(X \times_Y U)$. This is a left exact functor, and one can show that it has a left adjoint, denoted by $f^*$. For example, we have $f^*(A_Y) \simeq A_X$.

One can show that the category $\text{Sh}_{\text{ét}}(X)$ has enough injectives. In particular, for every $U \to X$ in $\text{Ét}(X)$ we can consider the right derived functors of the left exact functor $\mathcal{F} \to \mathcal{F}(U)$. These are written as $H^i_{\text{ét}}(U, \mathcal{F})$, for $i \geq 0$.

**Example 4.23.** If $\mathcal{M}$ is a quasi-coherent sheaf on $X$, and $W(\mathcal{M})$ is the corresponding étale sheaf associated to $\mathcal{M}$ as in Example 4.17, then one can show that there are canonical isomorphisms $H^i(X, \mathcal{M}) \simeq H^i_{\text{ét}}(X, W(\mathcal{M}))$.

**Example 4.24.** Let $X = \text{Spec} k$, where $k$ is a field. If we identify an étale sheaf on $X$ with an abelian group $M$ with a continuous $G$-action, where $G = G(k^{sep}/k)$, then the functor of taking global sections for the sheaf gets identified to the functor $M \to M^G$. Therefore its derived functors are given precisely by the Galois cohomology functors.

**Example 4.25.** One can show that as in the case of the Zariski topology, there is an isomorphism $H^1_{\text{ét}}(X, G_m) \simeq \text{Pic}(X)$. Suppose now that $X$ is an integral scheme over a separably closed field $k$, and $n$ is a positive integer that is not divisible by $\text{char}(k)$. It follows from Example 4.22 that we have an exact sequence

$$
\Gamma(X, \mathcal{O}_X)^* \xrightarrow{\alpha} \Gamma(X, \mathcal{O}_X)^* \to H^1_{\text{ét}}(X, \mathbb{Z}/n\mathbb{Z}) \to \text{Pic}(X) \xrightarrow{\beta} \text{Pic}(X),
$$

where both $\alpha$ and $\beta$ are given by taking the $n^{th}$-power.

**Example 4.26.** Suppose that $X$ is an integral scheme over $\mathbb{F}_p$. The Artin-Schreier exact sequence from Example 4.21, together with the assertion in Example 4.23 implies that we have a long exact sequence of cohomology

$$
\ldots \longrightarrow H^i_{\text{ét}}(X, \mathbb{F}_p) \longrightarrow H^i(X, \mathcal{O}_X) \xrightarrow{\text{Id} - \text{Frob}_p} H^i(X, \mathcal{O}_X) \longrightarrow H^{i+1}_{\text{ét}}(X, \mathbb{F}_p) \ldots .
$$

Suppose now that $X$ is complete over a field $k$, so each $H^i(X, \mathcal{O}_X)$ is finite-dimensional over $k$. Since $\text{Frob}_p: H^1(X, \mathcal{O}_X) \to H^1(X, \mathcal{O}_X)$ has the property that $\text{Frob}_p(au) = a^{p} \cdot \text{Frob}_p(u)$, it is a general fact that if $k$ is algebraically closed, the morphism $\text{Id} - \text{Frob}_p$ is always surjective. It follows that under this assumption, the above long exact sequence breaks into short exact sequences

$$
0 \longrightarrow H^1_{\text{ét}}(X, \mathbb{F}_p) \longrightarrow H^1(X, \mathcal{O}_X) \xrightarrow{\text{Id} - \text{Frob}_p} H^1(X, \mathcal{O}_X) \longrightarrow 0.
$$
It turns out that it is particularly interesting to compute the étale cohomology of schemes with coefficients in finite abelian groups. The basic computation is that of the étale cohomology groups of a curve. In fact, the proofs of the fundamental results about étale cohomology are reduced to the case of curves via involved dévissage arguments.

**Theorem 4.27.** Let $X$ be a smooth, connected, projective curve, over an algebraically closed field $k$. If $n$ is a positive integer that is not divisible by $\text{char}(k)$, then there are canonical isomorphisms

$$H^0_{\text{ét}}(X, \mu_n) \cong \mu_n(\text{Spec } k),$$

$$H^1_{\text{ét}}(X, \mu_n) \cong \{ L \in \text{Pic}(X) \mid L^n \cong O_X \},$$

$$H^2_{\text{ét}}(X, \mu_n) \cong \mathbb{Z}/n\mathbb{Z},$$

while $H^i_{\text{ét}}(X, \mu_n) = 0$ for $i > 2$.

The key point is to show that $H^i_{\text{ét}}(X, \mathbb{G}_m) = 0$ for $i \geq 2$. This is deduced from a theorem of Tsen, saying that every nonconstant homogeneous polynomial $f \in k[x_1, \ldots, x_n]$ of degree $< n$ has a nontrivial zero. The assertions in the above theorem then follow from the long exact sequence in cohomology corresponding to the Kummer exact sequence. Note that $\mu_n(\text{Spec } k)$ is non-canonically isomorphic to $\mathbb{Z}/n\mathbb{Z}$. Furthermore, every $L \in \text{Pic}(X)$ such that $L^n \cong O_X$ lies in $\text{Pic}^0(X)$. Since $\text{Pic}^0(X)$ consists of the $k$-rational points of a $g$-dimensional abelian variety over $k$ (where $g$ is the genus of $X$), it follows that

$$\{ L \in \text{Pic}(X) \mid L^n \cong O_X \} \cong (\mathbb{Z}/n\mathbb{Z})^{2g}$$

(see [Mum1, p. 60]). Furthermore, multiplication by $n$ is surjective on $\text{Pic}^0(X)$ (see [Mum1, p. 40]), which gives the isomorphism $H^2_{\text{ét}}(X, \mu_n) \cong \mathbb{Z}/n\mathbb{Z}$ in the theorem.

**Remark 4.28.** When the characteristic of $k$ divides $n$, the ranks of the cohomology groups $H^i_{\text{ét}}(X, \mathbb{Z}/n\mathbb{Z})$ do not behave as expected. Suppose, for example, that $X$ is an elliptic curve defined over an algebraically closed field of characteristic $p > 0$. It follows from the exact sequence (4.10) that $\dim_{\mathbb{F}_p} H^1_{\text{ét}}(X, \mathbb{Z}/p\mathbb{Z}) \leq 1$ (compare with the fact that for a prime $\ell \neq p$, we have $\dim_{\mathbb{F}_\ell} H^1_{\text{ét}}(X, \mathbb{Z}/p\mathbb{Z}) = 2$). On the other hand, this étale cohomology group detects interesting information about the elliptic curve: it follows from the exact sequence (4.10) that $\dim_{\mathbb{F}_\ell} H^1_{\text{ét}}(X, \mathbb{Z}/p\mathbb{Z}) = 1$ if and only if the Frobenius action on $H^1(X, O_X)$ is nonzero (in this case one says that $X$ is ordinary; otherwise, it is supersingular).

The $\ell$-adic cohomology groups are defined as follows. Let $k$ be an algebraically closed field, and let $\ell$ be a prime different from $\text{char}(k)$ (in case this is positive). For every $i \geq 0$, and every $m \geq 1$, consider the $\mathbb{Z}/\ell^m\mathbb{Z}$-module $H^i_{\text{ét}}(X, \mathbb{Z}/\ell^m\mathbb{Z})$. We have obvious maps

$$H^i_{\text{ét}}(X, \mathbb{Z}/\ell^m\mathbb{Z}) \rightarrow H^i_{\text{ét}}(X, \mathbb{Z}/\ell^{m+1}\mathbb{Z})$$

and one puts

$$H^i_{\text{ét}}(X, \mathbb{Z}_\ell) := \varprojlim_m H^i_{\text{ét}}(X, \mathbb{Z}/\ell^m\mathbb{Z}).$$

This has a natural structure of $\mathbb{Z}_\ell$-module, where $\mathbb{Z}_\ell$ is the ring of $\ell$-adic integers, and one defines

$$H^i_{\text{ét}}(X, \mathbb{Q}_\ell) := H^i_{\text{ét}}(X, \mathbb{Z}_\ell) \otimes_{\mathbb{Z}_\ell} \mathbb{Q}_\ell.$$
It is worth pointing out that taking cohomology does not commute with projective limits, hence $H^i_{\text{ét}}(X, \mathbb{Z}_\ell)$ is not the étale cohomology group of $X$ with coefficients in the constant sheaf $\mathbb{Z}_\ell$. It follows from the fundamental theorems on étale cohomology that when restricting to smooth, connected, projective varieties over $k$, one gets in this way a Weil cohomology theory with coefficients in $\mathbb{Q}_\ell$ (see [Mil, Chapter VI]).

In particular, if $X$ is a smooth, geometrically connected, $n$-dimensional projective variety over $\mathbb{F}_q$, with $q = p^e$, let $\ell$ be a prime different from $p$. Theorem 4.11 gives the following expression for the zeta function of $X$:

$$Z(X, t) = \frac{P_1(t) \cdot P_3(t) \cdots P_{2n-1}(t)}{P_0(t) \cdot P_2(t) \cdots P_{2n}(t)},$$

where $P_i(t) = \det (\text{Id} - tF^*|H^i_{\text{ét}}(X \times_k \mathbb{F}_q, \mathbb{Q}_\ell))$.

Furthermore, general results about étale cohomology give a proof for the Weil conjectures relating the zeta function $Z(X, t)$ with the Betti numbers for singular cohomology (see Conjecture 2.18). Note first that we have already seen the first assertion in this conjecture: with the above notation, Proposition 4.8 gives

$$\sum_{i \geq 0} (-1)^i \deg(P_i) = (\Delta^2),$$

where $\Delta \subseteq X \times X$ is the diagonal. Suppose now that $X$ is a smooth projective scheme over a finitely generated $\mathbb{Z}$-subalgebra $R$ of $\mathbb{C}$, and $P \in \text{Spec}(R)$ is such that $R/P = \mathbb{F}_q$, and $X \times_{\text{Spec} R} \text{Spec} \mathbb{F}_q = X$. It is a consequence of the smooth base change theorem (see [Mil, Corollary VI.4.2]) that there are isomorphisms

$$H^i_{\text{ét}}(X, \mathbb{Z}/\ell^m \mathbb{Z}) \simeq H^i_{\text{ét}}(X \times_{\text{Spec} R} \text{Spec} \mathbb{C}, \mathbb{Z}/\ell^m \mathbb{Z}).$$

Furthermore, a comparison theorem between singular and étale cohomology (see [Mil, Theorem III.3.12]) implies that the étale and singular cohomology groups of smooth complex varieties, with coefficients in finite abelian groups are isomorphic. In particular,

$$H^i_{\text{ét}}(X \times_{\text{Spec} R} \text{Spec} \mathbb{C}, \mathbb{Z}/\ell^m \mathbb{Z}) \simeq H^i(\tilde{X}(\mathbb{C})^{\text{an}}, \mathbb{Z}/\ell^m \mathbb{Z}).$$

After taking the projective limit over $m \geq 1$, and tensoring with $\mathbb{Q}_\ell$, we get

$$H^i_{\text{ét}}(X, \mathbb{Q}_\ell) \simeq H^i(\tilde{X}(\mathbb{C})^{\text{an}}, \mathbb{Q}_\ell).$$

Therefore we have $\deg(P_i) = \dim_Q H^i(\tilde{X}(\mathbb{C})^{\text{an}}, \mathbb{Q}_\ell)$, proving the fourth of the Weil conjectures.

The fundamental result of Deligne [Del1], settling the hardest of the Weil conjectures, the analogue of the Riemann Hypothesis, is the following.

**Theorem 4.29.** If $X$ is a smooth, geometrically connected, projective variety over $\mathbb{F}_q$, and $F = \text{Frob}_{\mathbb{F}_q}$ is the induced Frobenius morphism on $\bar{X} = X \times_k \bar{\mathbb{F}}$, then

$$\det (\text{Id} - tF^*|H^i_{\text{ét}}(\bar{X}, \mathbb{Q}_\ell)) = \prod_i (1 - \alpha_i t) \in \mathbb{Z}[t],$$

and for every choice of an isomorphism $\mathbb{Q}_\ell \simeq \mathbb{C}$, we have $|\alpha_i| = q^{i/2}$ for all $i$.

We mention that one can give a proof for the rationality of the zeta function for arbitrary varieties in the setting of $\ell$-adic cohomology. The point is that if $k$ is an algebraically closed field of characteristic $p$, and $\ell$ is a prime different from $p$, then for every separated variety over $k$ one can define $\ell$-adic cohomology groups
with compact supports $H^i_c(Y, \mathbb{Q}_\ell)$. These are always finite-dimensional $\mathbb{Q}_\ell$-vector spaces, and they are zero unless $0 \leq i \leq 2 \dim(Y)$.

If $X$ is a separated variety over a finite field $\mathbb{F}_q$, and if $F = \text{Frob}_{X,q}$ is the Frobenius endomorphism of $\overline{X} = X \times_k \overline{k}$, then one has the following formula for the zeta function of $X$ (see [Mil, Theorem VI.13.1]):

$$Z(X,t) = \prod_{i \geq 0} \det(F^* | H^i_c(\overline{X}, \mathbb{Q}_\ell)(-1)^{i+1}).$$

In particular, it follows that $Z(X,t)$ is a rational function, and this implies the rationality of the zeta function for every variety over $\mathbb{F}_q$. 
CHAPTER 5

Fulton’s trace formula for coherent sheaf cohomology

Our goal in this chapter is to give a proof, following [Ful3], of a trace formula for the Frobenius action on the cohomology of the structure sheaf.

5.1. The statement of the main theorem

Suppose that \( X \) is a scheme over the finite field \( k = \mathbb{F}_q \). Recall that we have the \( q \)-Frobenius morphism \( F = \text{Frob}_{X,q}: X \to X \), whose corresponding morphism of sheaves \( \mathcal{O}_X \to F_*(\mathcal{O}_X) = \mathcal{O}_X \) is given by \( u \mapsto u^q \). This is an \( \mathbb{F}_q \)-linear morphism, and therefore we get induced \( \mathbb{F}_q \)-linear actions \( F^*: H^i(X, \mathcal{O}_X) \to H^i(X, \mathcal{O}_X) \).

**Theorem 5.1.** If \( X \) is a projective scheme over a finite field \( \mathbb{F}_q \), then

\[
|X(\mathbb{F}_q)| \mod p = \sum_{i=0}^{\dim(X)} (-1)^i \text{trace}(F|H^i(X, \mathcal{O}_X)).
\]

**Remark 5.2.** Note that we have \( |X(\mathbb{F}_q)| = |X_{\text{red}}(\mathbb{F}_q)| \). However, it is not a priori clear that the term on the right-hand side of (5.1) only depends on the reduced scheme structure of \( X \).

**Remark 5.3.** Given \( X \) as in the above theorem, let \( X_m = X \times_{\text{Spec} \mathbb{F}_q} \text{Spec} \mathbb{F}_q \). Note that \( \text{Frob}_{X_m,q} = \text{Frob}_{X,q} \times \text{Id} \), and we have a canonical isomorphism

\[
H^i(X_m, \mathcal{O}_{X_m}) \simeq H^i(X, \mathcal{O}_X) \otimes_{\mathbb{F}_q} \mathbb{F}_q.
\]

By applying the theorem for \( X_m \), we get

\[
|X(\mathbb{F}_q)| \mod p = \sum_{i=0}^{\dim(X)} (-1)^i \text{trace}(F^m|H^i(X, \mathcal{O}_X)).
\]

Recall from § 2.2 that we may identify \( X(\mathbb{F}_q) \) with the closed points \( x \in X \) with \( k(x) = \mathbb{F}_q \). In what follows we will often make this identification without any further comment.

A stronger congruence formula was proved by Deligne [Del2] and Katz [Katz]. In fact, we will also prove a strengthening of the above statement, but in a different direction. The first extension is to sheaves with a Frobenius action.

A coherent \( F \)-module on \( X \) is a coherent sheaf \( \mathcal{M} \) on \( X \), together with a *Frobenius action* on \( \mathcal{M} \), that is, a morphism of \( \mathcal{O}_X \)-modules \( F_\mathcal{M}: \mathcal{M} \to F_*(\mathcal{M}) \). In other words, \( F_\mathcal{M} \) is a morphism of \( \mathbb{F}_q \)-vector spaces \( \mathcal{O}_X \to \mathcal{O}_X \) such that \( F_\mathcal{M}(am) = a^q F_\mathcal{M}(m) \) for every \( a \in \mathcal{O}_X(U) \) and \( m \in \mathcal{M}(U) \), where \( U \) is any open subset of \( X \). As above, since \( F_\mathcal{M} \) is \( \mathbb{F}_q \)-linear, it follows that it induces \( \mathbb{F}_q \)-linear maps on cohomology that, abusing notation, we write \( F_\mathcal{M}: H^i(X, \mathcal{M}) \to H^i(X, \mathcal{M}) \).
$H^i(X, \mathcal{M})$. Despite the fact that $F_M$ is not $\mathcal{O}_X$-linear, for every $x \in X(\mathbb{F}_q)$ we get an $\mathbb{F}_q$-linear endomorphism of $\mathcal{M}(x) := \mathcal{M}_x \otimes k(x)$, that we denote by $F_M(x)$.

**Theorem 5.4.** If $X$ is a projective scheme over $\mathbb{F}_q$, and $(\mathcal{M}, F_M)$ is a coherent $F$-module on $X$, we have

(5.2) \[ \sum_{x \in X(\mathbb{F}_q)} \text{trace}(F_M(x)) = \sum_{i=0}^{\dim(X)} (-1)^i \text{trace}(F_M|H^i(X, \mathcal{M})). \]

An obvious example of a coherent $F$-module on $X$ is given by $(\mathcal{O}_X, F)$. Note that if $x \in X(\mathbb{F}_q)$, then $F(x)$ is the identity on $\mathcal{O}_X(x) = \mathbb{F}_q$. Therefore the result in Theorem 5.1 is a special case of the one in Theorem 5.4.

In fact, Theorem 5.4 will follow from a result describing the Grothendieck group of coherent $F$-modules. Given a scheme $X$ of finite type over $\mathbb{F}_q$, consider the category $\text{Coh}_F(X)$ consisting of coherent $F$-modules. A morphism $(\mathcal{M}, F_M) \to (\mathcal{M}', F_{M'})$ in this category is a morphism $f : \mathcal{M} \to \mathcal{M}'$ of coherent sheaves, such that $f \circ F_M = F_{M'} \circ f$. It is easy to see that if $f$ is a morphism of coherent $F$-modules, then $\text{Ker}(f)$ and $\text{Coker}(f)$ have induced Frobenius actions that makes them coherent $F$-modules. We thus see that $\text{Coh}_F(X)$ is an abelian category. Whenever the Frobenius action is understood, we simply write $\mathcal{M}$ instead of $(\mathcal{M}, F_M)$.

The Grothendieck group $K^*_F(X)$ of coherent $F$-modules is the quotient of the free abelian group on isomorphism classes of coherent $F$-modules $(\mathcal{M}, F_M)$ as above, by the following type of relations:

(A) $(\mathcal{M}, F_M) = (\mathcal{M}', F_{M'}) + (\mathcal{M}'', F_{M''})$, for every exact sequence $0 \to (\mathcal{M}', F_{M'}) \to (\mathcal{M}, F_M) \to (\mathcal{M}'', F_{M''}) \to 0$.

(B) $(\mathcal{M}, F_1 + F_2) = (\mathcal{M}, F_1) + (\mathcal{M}, F_2)$ for every morphisms of $\mathcal{O}_X$-modules $F_1, F_2 : \mathcal{M} \to F_*(\mathcal{M})$, where $\mathcal{M}$ is a coherent sheaf on $X$.

Given a coherent $F$-module $(\mathcal{M}, F_M)$, we denote by $[\mathcal{M}, F_M]$ its class in the Grothendieck group. Note that $K^*_F(X)$ is, in fact, an $\mathbb{F}_q$-vector space, with $\lambda \cdot [\mathcal{M}, F_M] = [\mathcal{M}, \lambda F_M]$.

**Lemma 5.5.** We have an isomorphism $K^*_F(\text{Spec } \mathbb{F}_q) \simeq \mathbb{F}_q$ of $\mathbb{F}_q$-vector spaces, given by $[\mathcal{M}, F_M] \to \text{trace}(F_M(x))$, where $x$ is the unique point of $\text{Spec } \mathbb{F}_q$.

**Proof.** Note that $\text{Coh}_F(\text{Spec } \mathbb{F}_q)$ is the category of pairs $(V, \phi)$, where $V$ is a finite-dimensional vector space over $\mathbb{F}_q$, and $\phi$ is a linear endomorphism. Since $\text{trace}(\phi_1 + \phi_2) = \text{trace}(\phi_1) + \text{trace}(\phi_2)$, and given an exact sequence $0 \to (V', \phi') \to (V, \phi) \to (V'', \phi'') \to 0$ we have $\text{trace}(\phi) = \text{trace}(\phi') + \text{trace}(\phi'')$, taking $(V, \phi)$ to $\text{trace}(\phi)$ gives a morphism of $\mathbb{F}_q$-vector spaces $u : K^*_F(\text{Spec } \mathbb{F}_q) \to \mathbb{F}_q$. We have a map $w$ in the opposite direction that takes $a \in \mathbb{F}_q$ to $[\mathbb{F}_q, a \cdot \text{Id}]$. It is clear that $u \circ w$ is the identity. In order to show that $u$ and $w$ are inverse isomorphisms, it is enough to show that $w$ is surjective. The fact that $[V, \phi]$ lies in the image of $w$ follows easily by induction on $\dim(V)$, since whenever $\dim(V) \geq 2$, $\phi$ can be written as a sum of maps, each of which has an invariant proper nonzero subspace. \[ \square \]

If $f : X \to Y$ is a proper morphism, note that the higher direct images induce functors $R^i f_* : \text{Coh}_F(X) \to \text{Coh}_F(Y)$. Indeed, if $U \subseteq Y$ is an affine open subset of $Y$, and $(\mathcal{M}, F_M) \in \text{Coh}_F(X)$, then $H^i(f^{-1}(U), \mathcal{M})$ has an endomorphism induced
by $F_\mathcal{M}$, and these endomorphisms glue together to give the Frobenius action on $R^i f_*(\mathcal{M})$. As a consequence, we get a morphism of $F_q$-vector spaces $f_* : K_\bullet^F(X) \to K_\bullet^F(Y)$ given by $f_*(|M]) = \sum_{i \geq 0} (-1)^i [R^i f_*(\mathcal{M})]$. Note that this is well-defined: if

$$0 \to (\mathcal{M}', F_{\mathcal{M}'}) \to (\mathcal{M}, F_{\mathcal{M}}) \to (\mathcal{M}'', F_{\mathcal{M}''}) \to 0$$

is an exact sequence of coherent $F$-modules, then the long exact sequence in cohomology

$$\ldots \to R^i f_*(\mathcal{M}') \to R^i f_*(\mathcal{M}) \to R^i f_*(\mathcal{M}'') \to R^{i+1} f_*(\mathcal{M}') \to \ldots$$

is compatible with the Frobenius actions, and therefore we get

$$\sum_{i \geq 0} (-1)^i [R^i f_*(\mathcal{M})] = \sum_{i \geq 0} (-1)^i [R^i f_*(\mathcal{M}')] + \sum_{i \geq 0} (-1)^i [R^i f_*(\mathcal{M}'')]$$

in $K_\bullet^F(Y)$.

The compatibility with the type (B) relations is straightforward, hence $f_* : K_\bullet^F(X) \to K_\bullet^F(Y)$ is well-defined.

**Exercise 5.6.** Use the Leray spectral sequence to show that if $g : Y \to Z$ is another proper morphism, then we have $(g \circ f)_* = g_* \circ f_* : K_\bullet^F(X) \to K_\bullet^F(Z)$.

In fact, we will only use the assertion in the above exercise when $f$ is a closed immersion, in which case everything is clear since $R^i g_* \circ f_* = R^i (g \circ f)_*$ for all $i \geq 0$, and $R^i f_* = 0$ for all $j \geq 1$. The proof of the next lemma is straightforward.

**Lemma 5.7.** If $X$ is the disjoint union of the subschemes $X_1, \ldots, X_r$, then the inclusions $X_i \hookrightarrow X$ induce an isomorphism

$$\bigoplus_{i=1}^r K_\bullet^F(X_i) \simeq K_\bullet^F(X).$$

The following is the main result of this chapter. For a scheme $X$, we consider $X(F_q)$ as a closed subscheme of $X$, with the reduced scheme structure. Note that by Lemmas 5.5 and 5.7, we have an isomorphism $K_\bullet^F(X(F_q)) \simeq \oplus_{x \in X(F_q)} F_q(x)$, and we denote by $\langle x \rangle \in K_\bullet^F(X(F_q))$ the element corresponding to $1 \in F_q(x)$.

**Theorem 5.8.** (Localization Theorem) For every projective scheme $X$ over $F_q$, the inclusion $i : X(F_q) \hookrightarrow X$ induces an isomorphism $K_\bullet^F(X(F_q)) \simeq K_\bullet^F(X)$. Its inverse is given by $t : K_\bullet^F(X) \to K_\bullet^F(X(F_q))$,

$$t([\mathcal{M}, F_{\mathcal{M}}]) = \sum_{x \in X(F_q)} \text{trace}(F_\mathcal{M}(x))\langle x \rangle.$$

Let us see that this gives Theorem 5.4.

**Proof of Theorem 5.4.** Consider the structure morphism $f : X \to \text{Spec } F_q$. Let $\langle \text{pt} \rangle$ denote the element of $K_\bullet^F(\text{Spec } F_q)$ that corresponds to $1 \in F_q$ via the isomorphism given by Lemma 5.5. By definition, for every $[\mathcal{M}, F_{\mathcal{M}}] \in K_\bullet^F(X)$, we have

$$f_*([\mathcal{M}, F_{\mathcal{M}}]) = \left( \sum_{i=0}^{\dim(X)} (-1)^i \text{trace}(F_\mathcal{M}|H^i(X, \mathcal{M})) \right)\langle \text{pt} \rangle.$$  

On the other hand, if we apply the isomorphism $t$ in Theorem 5.8, we have

$$u := t([\mathcal{M}, F_{\mathcal{M}}]) = \sum_{x \in X(F_q)} \text{trace}(F_\mathcal{M}(x))\langle x \rangle.$$
If \( \iota : X(F_q) \to X \) is the inclusion, then it is clear that
\[
\begin{align*}
f_* \left( \iota_* \left( \sum_{x \in X(F_q)} \mu_x \langle x \rangle \right) \right) &= \left( \sum_{x \in X(F_q)} \mu_x \right) \langle \text{pt} \rangle.
\end{align*}
\]
In particular, we have \( f_* \circ \iota_*(u) = \left( \sum_{x \in X(F_q)} \text{trace}(F_M(x)) \right) \langle \text{pt} \rangle. \) Since \( t \) and \( \iota \) are inverse to each other, the assertion in Theorem 5.4 follows.

**Remark 5.9.** In fact, Theorem 5.8 is proved in [Ful3] also for arbitrary schemes of finite type over \( F_q \). In particular, Theorems 5.1 and 5.4 also hold if \( X \) is only assumed to be complete.

### 5.2. The proof of the Localization Theorem

We start with a few lemmas.

**Lemma 5.10.** For every scheme \( X \), and every coherent sheaf on \( X \) with Frobenius action \( (\mathcal{M}, \mathcal{F}_M) \) such that \( \mathcal{F}_M \) is nilpotent, we have \([\mathcal{M}, \mathcal{F}_M] = 0\) in \( K^F_\bullet(X)\).

**Proof.** We prove the assertion by induction on \( m \) such that \( \phi^m = 0 \). If \( m = 1 \), it is enough to use relation (B) in the definition of \( K^F_\bullet(X) \), that gives \([\mathcal{M},0] = [\mathcal{M},0] + [\mathcal{M},0]\). If \( m \geq 2 \), and \( \mathcal{M}' = \text{Ker}(\mathcal{F}_M) \), then \( \mathcal{M}' \) is a coherent \( \mathcal{O}_X \)-submodule of \( \mathcal{M} \), and we have an exact sequence of coherent sheaves with Frobenius action
\[
0 \to (\mathcal{M}', \mathcal{F}_{M'}) \to (\mathcal{M}, \mathcal{F}_M) \to (\mathcal{M}'', \mathcal{F}_{M''}) \to 0.
\]
This gives \([\mathcal{M}, \mathcal{F}_M] = [\mathcal{M}', \mathcal{F}_{M'}] + [\mathcal{M}'', \mathcal{F}_{M''}]\). Since \( \mathcal{F}_M = 0 \) and \( \mathcal{F}_{M''} = 0 \), it follows by the induction hypothesis that \([\mathcal{M}', \mathcal{F}_{M'}] = 0 = [\mathcal{M}'', \mathcal{F}_{M''}]\). Therefore \([\mathcal{M}, \mathcal{F}_M] = 0\).

**Lemma 5.11.** If \( j : X \to Y \) is a closed embedding, then we have a morphism of \( F_q \)-vector spaces \( j^* : K^F_\bullet(Y) \to K^F_\bullet(X) \) given by \( j^*([\mathcal{M}, \mathcal{F}_M]) = [\mathcal{M} \otimes_{\mathcal{O}_Y} \mathcal{O}_X, \mathcal{F}_M] \), where \( \mathcal{F}_M \) is the Frobenius action induced by \( \mathcal{F}_\mathcal{M} \) on \( \mathcal{M} \otimes_{\mathcal{O}_Y} \mathcal{O}_X \). In particular, the composition \( j^* \circ j_* \) is the identity on \( K^F_\bullet(X) \).

**Proof.** Let \( I \) be the ideal defining \( X \) in \( Y \). Since \( \mathcal{F}_M \) indeed induces a Frobenius action \( \mathcal{F}_M \) on \( \mathcal{M} / IM \). We have
\[
\mathcal{F}_1 + \mathcal{F}_2 = \mathcal{F}_1 + \mathcal{F}_2,
\]
hence in order to show that we have an induced morphism \( K^F_\bullet(Y) \to K^F_\bullet(X) \), we only need to show that if
\[
0 \to (\mathcal{M}', \mathcal{F}_{M'}) \to (\mathcal{M}, \mathcal{F}_M) \to (\mathcal{M}'', \mathcal{F}_{M''}) \to 0
\]
is an exact sequence of coherent \( F \)-modules on \( Y \), then
\[
[\mathcal{M} / IM] = [\mathcal{M}' / IIM'] + [\mathcal{M}'' / IIM'']
\]
in \( K^F_\bullet(X) \). Note that we have an exact sequence of coherent \( F \)-modules on \( X \)
\[
0 \to \mathcal{M}' / IIM'' \cap IM \to \mathcal{M} / IM \to \mathcal{M}' / IIM'' \to 0,
\]
and a surjection \( \mathcal{M}' / IIM' \to \mathcal{M}' / IIM' \cap IM \), with kernel \( \mathcal{M}' \cap IM / IIM' \). In light of Lemma 5.10, it is enough to show that the Frobenius action on \( \mathcal{M}' / IIM' / IIM' \) is nilpotent. Since \( F_{IM'}^m(\mathcal{M}) \subseteq T^m(\mathcal{M}) \), we see that \( \mathcal{M}' \cap F_{IM'}^m(\mathcal{M}) \subseteq IIM' \) for \( m \gg 0 \) by Artin-Rees. This shows that \( j^* \) is well-defined, and the fact that \( j^* \circ j_* \) is the identity follows from definition.
Note that if $X$ is any scheme, and we consider $j: X(\mathbb{F}_q) \rightarrow X$, then $j^*$ is the morphism $t$ in Theorem 5.8. Since $j^* \circ j_*$ is the identity, in order to prove Theorem 5.8 for a projective scheme $X$, it is enough to show that $j_* \circ j^*$ is the identity on $K^F_*(X)$. In fact, it is enough to show that $j_*$ is surjective.

**Lemma 5.12.** If $(\mathcal{M}, \phi)$ is a coherent $\mathcal{O}_X$-module with a Frobenius action, and $\mathcal{M}$ decomposes as $\mathcal{M} = \mathcal{M}_1 \oplus \ldots \oplus \mathcal{M}_r$, and if $\phi_{i,j}$ is the composition $\mathcal{M}_i \rightarrow \mathcal{M} \rightarrow \mathcal{M}_j$, then $[\mathcal{M}, \phi] = \sum_{i=1}^r [\mathcal{M}_i, \phi_{i,i}]$ in $K^F_*(X)$.

**Proof.** Let $\phi_{i,j}: \mathcal{M} \rightarrow \mathcal{M}$ be the map induced by $\phi_{i,j}$, so that $\phi = \sum_{i,j} \phi_{i,i}$. By condition (B) we have $[\mathcal{M}, \phi] = \sum_{i,j} [\mathcal{M}, \phi_{i,j}]$. For every $i \neq j$ we have $\phi_{i,j} = 0$, hence $[\mathcal{M}, \phi_{i,j}] = 0$ by Lemma 5.10. Therefore

$$[\mathcal{M}, \phi] = \sum_{i=1}^r [\mathcal{M}_i, \phi_{i,i}] = \sum_{i=1}^r [\mathcal{M}_i, \phi_{i,i}],$$

by condition (A). \qed

The key ingredient in the proof of Theorem 5.8 is provided by the case $X = \mathbb{P}_F^n$. We now turn to the description of $K^F_*(\mathbb{P}_F^n)$. We will use the Serre correspondence between coherent sheaves on $\mathbb{P}_F^n$ and finitely generated graded modules over $S = \mathbb{F}_q[x_0, \ldots, x_n]$.

Suppose that $\mathcal{M}$ is a coherent sheaf on $\mathbb{P}_F^n$ with a Frobenius action $F_\mathcal{M}: \mathcal{M} \rightarrow F_\mathcal{M}(\mathcal{M})$. This induces for every $i$ a morphism

$$\mathcal{M}(i) \rightarrow F_\mathcal{M}(\mathcal{M}) \otimes \mathcal{O}(i) \rightarrow F_\mathcal{M}(\mathcal{M}(qi)),$$

where we used the projection formula, and the fact that for every line bundle $L$ we have $F^*(L) \simeq L^q$. It follows that if $M = \Gamma_*(\mathcal{M}) := \oplus_{i \geq 0} \Gamma(\mathbb{P}_F^n, \mathcal{M}(i))$, then we get a graded Frobenius action on $M$: this is an $\mathbb{F}_q$-linear map $F_M: M \rightarrow M$ such that $F_M(M_i) \subseteq M_{qi}$. Conversely, given a finitely generated graded $S$-module $M$ with a graded Frobenius action $\mathcal{F}_M$, we can get induced coherent $F$-module structure on $\mathcal{M}$, as follows. If $U_i \subset \mathbb{P}_F^n$ is the open subset defined by $x_i \neq 0$, then $\Gamma(U_i, \mathcal{M}) = (M_{x_i})_0$, and $F_M \left( \frac{u}{x_i} \right) = \frac{F_M(u)}{x_i^{qi}}$ for every $u \in M_{x_i}$. It is straightforward to check that this gives a Frobenius action on $\mathcal{M}$. If $(\mathcal{M}, F_\mathcal{M})$ is a coherent $F$-module and $M = \Gamma_*(\mathcal{M})$, with the graded Frobenius action described above, then we have an isomorphism of graded $F$-modules $\mathcal{F} \simeq M$.

If $M = S(-i)$, then giving a graded Frobenius action $F_M$ on $M$ is equivalent to giving $f = F_M(1) \in S(q-1)_i$. In particular, if $i < 0$, then the only graded Frobenius action on $S(-i)$ is the zero one. For an arbitrary finitely generated graded $S$-module $M$, we consider a graded free resolution of $M$

$$0 \rightarrow F_n \rightarrow \ldots \rightarrow F_1 \rightarrow F_0 \rightarrow M \rightarrow 0,$$

where each $F_j$ is a direct sum of of $S$-modules of the form $S(-b_{ij})$, with $b_{ij} \in \mathbb{Z}$. If we have a graded Frobenius action on $M$, then we can put graded Frobenius actions on each $F_i$, such that the above exact sequence is compatible with the graded Frobenius actions. In particular, we get $[\mathcal{M}] = \sum_{i=0}^n (-1)^i [F_i]$ in $K^F_*(\mathbb{P}_F^n)$. It follows from the above discussion and Lemma 5.12 that $K^F_*(\mathbb{P}_F^n)$ is generated (as an $\mathbb{F}_q$-vector space) by $[\mathcal{O}(-i), x_0^{a_0} \cdots x_n^{a_n}]$, where $a_\ell \geq 0$ and $\sum_{\ell=0}^n a_\ell = i(q-1)$. 

---

5.2. THE PROOF OF THE LOCALIZATION THEOREM}
Proposition 5.13. The $F_q$-vector space $K^F_q(P^n_{F_q})$ is generated by $[O(-i), x_0^{a_0} \cdots x_n^{a_n}]$, with $0 \leq a_\ell \leq q - 1$ for all $\ell$, with some $a_\ell < q - 1$, and where $\sum_{\ell=0}^n a_\ell = i(q-1)$.

Proof. Let us show first that $K^F_q(P^n_{F_q})$ is generated by $[O(-i), x_0^{a_0} \cdots x_n^{a_n}]$, with $0 \leq a_\ell \leq q - 1$ for all $\ell$, and with $\sum_{\ell=0}^n a_\ell = i(q-1)$. In light of the discussion preceding the proposition, it is enough to show the following: if $u$ is a monomial such that $u = x_1^q w$, then $[O(-i), u] = [O(-i + 1), x_i w]$ in $K^F_q(P^n_{F_q})$. If $H$ is the hyperplane in $P^n_{F_q}$ defined by $(x_i = 0)$, we have an exact sequence of coherent sheaves with Frobenius action

$$0 \to O(-i) \to O(-i + 1) \to O_H(-i + 1) \to 0,$$

where the Frobenius actions on $O(-i)$ and $O(-i + 1)$ are defined by $u$ and $x_i w$, respectively. Since $x_i w$ restricts to zero on $H$, it follows that the Frobenius action on $O_H(-i + 1)$ is zero, and we conclude from the above exact sequence that $[O(-i), u] = [O(-i + 1), x_i w]$.

In order to complete the proof of the proposition, it is enough to show that we can write $[O(-((n + 1)), (x_0 \cdots x_n)^{q-1}]$ in terms of the remaining elements of the above system of generators. In order to do this, let us consider the Koszul complex on $P^n_{F_q}$ corresponding to the global sections $x_0, \ldots, x_n$ of $O(1)$:

$$0 \to E_{n+1} \to \ldots \to E_1 = O(-1)^{\oplus(n+1)} \to E_0 = O_{F^n_{F_q}} \to 0,$$

where $h = (x_0, \ldots, x_n)$. Using the above decomposition $E_1 = L_0 \oplus \ldots \oplus L_n$, then

$$E_r = \bigoplus_{0 \leq i_1 < \ldots < i_r \leq n} (L_{i_1} \otimes \ldots \otimes L_{i_r}) \simeq O(-r)^{\binom{n+1}{r}}.$$

If on the factor $L_{i_1} \otimes \ldots \otimes L_{i_r}$ of $E_r$ we consider the $F$-module structure given by the monomial $x_1^{q-1} \cdots x_r^{q-1}$, then the above complex becomes a complex of $F$-modules. We deduce that in $K^F_q(P^n_{F_q})$ we have the following relation:

$$\sum_{r=0}^{n+1} (-1)^r \sum_{0 \leq i_1 < \ldots < i_r \leq n} [O(-r), x_1^{q-1} \cdots x_r^{q-1}] = 0,$$

which completes the proof of the proposition.

□

Corollary 5.14. The assertion in Theorem 5.8 holds when $X = P^n_{F_q}$.

Proof. As we have seen, if $j : P^n(F_q) \to P^n_{F_q}$ is the inclusion, then $j_*$ is injective, and it is enough to show that it is surjective. Proposition 5.13 implies that $\dim_{F_q} K^F_q(P^n_{F_q}) \leq \alpha_n - 1$, where

$$\alpha_n := |\{(a_0, \ldots, a_n) \mid 0 \leq a_\ell \leq q - 1, (q - 1) \text{ divides } \sum_{i=0}^n a_i\}|.$$

Suppose we have $(a_0, \ldots, a_{n-1})$ with $0 \leq a_\ell \leq q - 1$ for $0 \leq \ell \leq n - 1$, and we want to choose $a_n$ with $0 \leq a_n \leq q - 1$ such that $\sum_{\ell=0}^n a_\ell$ is divisible by $(q - 1)$. If $\sum_{\ell=0}^{n-1} a_\ell$ is divisible by $(q - 1)$, then we may take $a_n = 0$ or $a_n = q - 1$; if $\sum_{\ell=0}^{n-1} a_\ell$ is not divisible by $(q - 1)$, then we have precisely one choice for $a_n$. Therefore $\alpha_n = 2\alpha_{n-1} + (q^n - \alpha_{n-1}) = q^n + \alpha_{n-1}$. Since $\alpha_0 = 2$, we conclude that $\alpha_n = (1 + q + \ldots + q^n) + 1$. 

□
Therefore \( \dim_{F} K^{P}(P^n_{F_{q}}) \leq |P^n(F_{q})| = \dim_{F} K^{P}(P^n(F_{q})) \). Since \( j_{*} \) is injective, it follows that \( j_{*} \) is also surjective, completing the proof.

Proof of Theorem 5.8. Let us fix a closed immersion \( j : X \hookrightarrow Y = P^n_{F_{q}} \). By Corollary 5.14, it is enough to show that if Theorem 5.8 holds for \( Y \), then it also holds for \( X \).

Consider the following commutative diagram:

\[
\begin{array}{ccc}
X(F_{q}) & \xrightarrow{j'} & Y(F_{q}) \\
\downarrow{j} & & \downarrow{j'} \\
X & \xrightarrow{j} & Y
\end{array}
\]

in which all maps are closed immersions. As we have already mentioned, in order to prove Theorem 5.8 for \( X \), it is enough to show that \( \iota_{*} \circ \iota^{*} \) is the identity on \( K^{P}_{*}(X) \). Since the theorem holds for \( Y \), we know that \( \iota'_{*} \circ (\iota')^{*} \) is the identity on \( K^{P}_{*}(Y) \).

Note that \( j'_{*} \circ \iota^{*} = (\iota')^{*} \circ j_{*} \): this is an immediate consequence of the definitions. Therefore

\[
j_{*} \circ \iota_{*} \circ \iota^{*} = (\iota')_{*} \circ j'_{*} \circ (\iota')^{*} = (\iota')_{*} \circ (\iota')^{*} \circ j_{*} = j_{*}.
\]

On the other hand, Lemma 5.11 implies that \( j^{*} \circ j_{*} \) is the identity on \( K^{P}_{*}(X) \). In particular, \( j_{*} \) is injective. We conclude from (5.4) that \( \iota_{*} \circ \iota^{*} \) is the identity on \( K^{P}_{*}(X) \), and this completes the proof of the theorem.

5.3. Supersingular Calabi-Yau hypersurfaces

As an application of Theorem 5.1, we discuss a characterization of supersingular Calabi-Yau hypersurfaces. More generally, we prove the following

Proposition 5.15. Let \( f \in F_{q}[x_0, \ldots, x_n] \) be a homogeneous polynomial of degree \( n + 1 \), with \( n \geq 2 \), defining the hypersurface \( Z \subset P^n \). The following are equivalent:

i) The action induced by the Frobenius morphism on \( H^{n-1}(Z, O_Z) \) is bijective (equivalently, it is nonzero).
ii) \( |Z(F_{q})| \not\equiv 1 \pmod{p} \).
iii) The coefficient of \( (x_0 \cdots x_n)^{q-1} \) in \( f^{q-1} \) is nonzero.
iv) The coefficient of \( (x_0 \cdots x_n)^{p-1} \) in \( f^{p-1} \) is nonzero.

If \( Z \) as above is a smooth hypersurface, then it is ordinary if it satisfies the above equivalent conditions. Otherwise, it is supersingular.

Proof. Since \( Z \) is a hypersurface of degree \( (n + 1) \) in \( P^n \), we have an exact sequence

\[
0 \to O_{P^n}(-n - 1) \xrightarrow{j} O_{P^n} \to O_Z \to 0.
\]

This gives \( H^i(Z, O_Z) = 0 \) for \( 1 \leq i \leq n - 2 \), and \( H^{0}(Z, O_Z) \cong \text{Frob}_q \cong H^{n-1}(Z, O_Z) \).

Frobenius acts on \( H^{0}(Z, O_Z) \) as the identity, and if it acts as multiplication by \( \lambda \in F_{q} \) on \( H^{n-1}(Z, O_Z) \), then Theorem 5.1 gives

\[
|Z(F_{q})| \mod p = 1 + (-1)^{n-1} \lambda.
\]

Therefore \( \lambda = 0 \) if and only if \( |Z(F_{q})| \equiv 1 \pmod{p} \). This proves i)\( \iff \)ii).
In order to prove that iii) and iv) are equivalent, note first that for every \( r \geq 1 \), we may uniquely write

\[
(5.6) \quad f^{p^{r-1}} = c_r(x_0 \cdots x_n)^{p^{r-1}} + u_r,
\]

where \( u_r \in (x_0^p, \ldots, x_n^p) \). If we raise to the \( p^\text{th} \)-power in (5.6), we get

\[
f^{p^{r+1}-p} = c_p(x_0 \cdots x_n)^{p^{r+1}-p} + u_r^p.
\]

Since \( u_r^p \in (x_0^{p^{r+1}}, \ldots, x_n^{p^{r+1}}) \) and

\[
(x_0 \cdots x_n)^{p^{r+1}-p} \cdot (x_0^p, \ldots, x_n^p) \subseteq (x_0^{p^{r+1}}, \ldots, x_n^{p^{r+1}}),
\]

we deduce that

\[
f^{p^{r+1}} - c_p c_1(x_0 \cdots x_n)^{p^{r+1}-1} \in (x_0^{p^{r+1}}, \ldots, x_n^{p^{r+1}}).
\]

Therefore \( c_{r+1} = c_p c_1 \), which immediately gives that \( c_r = c_1^{1+p^{r} \cdots p^{r-1}} \) for every \( r \geq 1 \). In particular, if \( q = p^r \), we see that \( c_1 \neq 0 \) if and only if \( c_r \neq 0 \), hence iii) \( \iff \) iv).

In order to prove the equivalence of i) and iii), we consider the explicit description of the Frobenius action \( F \) on \( H^{n-1}(Z, \mathcal{O}_Z) \) via the isomorphism

\[
\delta: H^{n-1}(Z, \mathcal{O}_Z) \to H^n(P^n, \mathcal{O}_{P^n}(-n-1))
\]

induced by (5.5). We compute the cohomology of \( \mathcal{O}_{P^n}(-n-1) \) and of \( \mathcal{O}_Z \) as Čech cohomology with respect to the affine cover of \( P^n \) by the open subsets \( (x_i \neq 0) \).

Recall that

\[
H^n(P^n, \mathcal{O}_{P^n}(-n-1)) \cong (S_{x_0 \cdots x_n})_{-n-1}/\sum_{i=0}^{n} (S_{x_0 \cdots \hat{x}_i \cdots x_n})_{-n-1} = F_q \cdot \frac{1}{x_0 \cdots x_n}.
\]

Suppose that \( u \in H^{n-1}(Z, \mathcal{O}_Z) \) is represented by the Čech cocycle \( h = (\overline{h}_0, \ldots, \overline{h}_n) \in \oplus_{i=0}^{n}((S/f)_{x_0 \cdots \hat{x}_i \cdots x_n}). \) If \( h_i \in (S_{x_0 \cdots \hat{x}_i \cdots x_n})_0 \) is a lift of \( \overline{h}_i \), then \( \delta(u) \) is represented by the unique \( w \in (S_{x_0 \cdots x_n})_{-n-1} \) such that \( f w = \sum_{i=0}^{n} (-1)^i h_i \).

On the other hand, \( F(u) \) is represented by \( (\overline{h}_0, \ldots, \overline{h}_n) \). Since we have

\[
f(f^{-1} w^q) = \sum_{i=0}^{n} (-1)^i \overline{h}_i^q,
\]

it follows that via the isomorphism \( \delta \), we can describe \( F \) as the linear map on \( (S_{x_0 \cdots x_n})_{-n-1}/\sum_{i=0}^{n} (S_{x_0 \cdots \hat{x}_i \cdots x_n})_{-n-1} \) induced by \( w \to f^{-1} w^q \). This map multiplies the class of \( x_0 \cdots x_n \) by \( (-1)^n \) in this quotient by the coefficient of \( x_0 \cdots x_n \) in \( f^{-1} \). This completes the proof of ii) \( \iff \) iii), hence the proof of the proposition.

**Remark 5.16.** In the context of Proposition 5.15, note that if

\[
\text{trace}(F | H^{n-1}(Z, \mathcal{O}_Z)) = 1 + (-1)^{n-1} a,
\]

then for every \( r \geq 1 \) we have \( 1 + (-1)^{n-1} a^r = |Z(F_q^r)| \mod p \). This is a consequence of Theorem 5.1 (see also Remark 5.3).

**Exercise 5.17.** Give a direct proof for the implication ii) \( \iff \) iii) in Proposition 5.15 by computing \( \sum_{a \in F_q} f(a)^{q-1} \) (see [Knu]).

**Exercise 5.18.** Show that if \( X \) is an elliptic curve (that is, \( X \) is a smooth, geometrically connected, projective curve of genus 1) over \( \mathbb{F}_p \), with \( p \neq 2, 3 \), then \( X \) is supersingular if and only if \( |X(\mathbb{F}_p)| = p + 1 \).
Exercise 5.19. Let $Z \subset \mathbb{P}_F^n$ be a complete intersection subscheme of codimension $r$, defined by $(F_1, \ldots, F_r)$. Let $d_i = \deg(F_i)$, and assume that $\sum d_i = n + 1$. Show that the following are equivalent:

i) The action induced by the Frobenius morphism on the cohomology group $H^{n-r}(Z, \mathcal{O}_Z)$ is bijective (equivalently, it is nonzero).

ii) $|Z(F_q)| \not\equiv 1 \pmod{p}$.

iii) The polynomial $F_1 \cdots F_r$ satisfies the equivalent conditions in Proposition 5.15.
The Lang-Weil estimate and the zeta function of an arithmetic scheme

Our main goal in this chapter is to introduce the zeta function of an arithmetic scheme. In order to compute the abscissa of convergence of this function, we will use the Lang-Weil estimate. The proof of this estimate will make use of the Chow variety, which we review in the first section.

6.1. The Chow variety

We review in this section some basic facts concerning the Chow variety. For proofs and further properties, see [Kol, Chapter I].

Suppose first that $K$ is an algebraically closed field, and $V \subseteq P = P^n_k$ is a closed subvariety of dimension $r$ and degree $d$. Let $P^* = P^n_k$ denote the dual projective space parametrizing the hyperplanes in $P$. Consider the following incidence variety:

$$\Lambda := \{ (x, H_1, \ldots, H_{r+1}) \in V \times (P^*)^{r+1} \mid x \in H_i \text{ for all } i \}.$$ 

Let $f : \Lambda \to V$ and $g : \Lambda \to (P^*)^{r+1}$ denote the morphisms induced by projections. It is clear that every $f^{-1}(x)$ is isomorphic to $(P^n_{K^{-1}})^{r+1}$. Therefore $\Lambda$ is irreducible, of dimension $r+(n-1)(r+1)$. On the other hand, since we can find $(H_1, \ldots, H_{r+1}) \in (P^*)^{r+1}$ such that $V \cap H_1 \ldots \cap H_{r+1}$ is a nonempty finite set, it follows that $g$ is generically finite onto its image $W$. Therefore $W$ is an irreducible subvariety of $(P^*)^{r+1}$ of codimension equal to $(r+1)n - (r + (r+1)(n-1)) = 1$, hence a divisor. One can show that $O(W) = O(d, d, \ldots, d)$. The Cayley form of $V$ is an equation defining $W$. This is given by a polynomial $R_W$ in $(r+1)$ sets of $(n+1)$ variables (unique up to a nonzero scalar), homogeneous of degree $d$ in each set of variables. Note that $W$ determines $V$: $x \in P$ lies in $V$ if and only if $W$ contains all $(H_1, \ldots, H_{r+1}) \in (P^*)^{r+1}$ such that $x \in H_i$ for all $i$. We thus have an injective map from the set of irreducible subvarieties of $P$ of dimension $r$ and degree $d$ to $|O(1, \ldots, 1)|$. The image $\text{Chow}^r_K(n,d,r)$ is a quasiprojective variety, whose closure is the Chow variety $\text{Chow}_K(n,d,r)$. In particular, the complement $\text{Chow}_K(n,d,r) \setminus \text{Chow}^r_K(n,d,r)$ is a closed subset of $|O(1, \ldots, 1)|$.

In fact, $\text{Chow}_K(n,d,r)$ parametrizes effective $r$-cycles of degree $d$ in $P^n$, as follows. Consider an effective $r$-cycle $Z = \sum_i m_i V_i$ of degree $d$ (that is, $\sum_i m_i \deg(V_i) = d$). Note that $R_Z := \prod_i R_{V_i}^m$ defines a divisor in $|O(d, \ldots, d)|$. One can show that this gives a bijection between the set of cycles as above and $\text{Chow}_K(n,d,r)$.

If $k$ is an arbitrary field, let $K$ be an algebraic closure of $k$. Every subscheme $Y \to P^n_k$ of pure dimension $r$ and degree $d$ determines an $r$-cycle $[Y \times_k K]$ of degree $d$, hence a point $\Phi(Y) \in \text{Chow}_K(n,d,r)$. Note that $\Phi(Y) \in \text{Chow}^r_K(n,d,r)$ if and only if $Y$ is generically reduced and geometrically irreducible (recall that $Y$ is geometrically irreducible if $Y \times_k K$ is irreducible).
We will need two facts about Chow varieties. The first is that if \( X \subseteq \mathbb{P}_K^n \) is an irreducible variety and \( H \subset \mathbb{P}_K^n \) is a hyperplane that does not contain \( X \), then \( R_{X \cap H}(u_1, \ldots, u_r) = R_X(u_1, \ldots, u_r, h) \), where \( h \) is an equation of \( H \) (in the special case when \( X \cap H \) is integral, this is an immediate consequence of the above definitions).

The second fact that we need is that one can do the above construction over \( \text{Spec} \mathbb{Z} \). More precisely, we have schemes \( \text{Chow}_\mathbb{Z}(n, d, r) \subset \text{Chow}_\mathbb{Z}(n, d, r) \) such that for every algebraically closed field \( K \), after taking the product with \( \text{Spec} K \) we obtain \( \text{Chow}_K(n, d, r) \subset \text{Chow}_K(n, d, r) \). The upshot is that we can find \( e \) such that the subvariety \( \text{Chow}_K(n, d, r) \setminus \text{Chow}_K^0(n, d, r) \subset \mathbb{P}(\Gamma((\mathbb{P}_K^n)^* \times \cdots \times (\mathbb{P}_K^n)^*), \mathcal{O}(d, \ldots, d)^*) \) is defined (set-theoretically) by finitely many equations of degree \( e \) with coefficients in the prime field of \( K \) (the key point is that \( e \) is independent of the field \( K \)).

6.2. The Lang-Weil estimate

In this section we work with a geometrically irreducible variety \( X \) defined over a finite field \( k \). We show that if we assume that \( X \) is embedded in a projective space of fixed dimension, then we have universal estimates for \( |X(k')| \), where \( k'/k \) is finite, in terms of \( \dim(X) \), \( \deg(X) \), and \( |k'| \). More precisely, we show the following

**Theorem 6.1.** ([LaWe]) Given nonnegative integers \( n, d \), and \( r \), with \( d > 0 \), there is a positive constant \( A(n, d, r) \) such that for every finite field \( k = \mathbb{F}_q \), and every geometrically irreducible subvariety \( X \subset \mathbb{P}^n_k \) of dimension \( r \) and degree \( d \), we have

\[
|\#X(k) - q^r| \leq (d - 1)(d - 2)q^{r-\frac{1}{2}} + A(n, d, r)q^{r-1}.
\]

The proof we give follows [LaWe], arguing by induction on \( r \). The case of curves is a consequence of the Riemann hypothesis part of the Weil conjectures, that we have proved in Chapter 3. For the induction argument, we will need two lemmas. The first one gives a weaker bound than the assertion in the theorem.

**Lemma 6.2.** Given \( n, d \), and \( r \) as in Theorem 6.1, there is a positive constant \( A_1(n, d, r) \) such that for every finite field \( k = \mathbb{F}_q \), and every irreducible subvariety \( X \subset \mathbb{P}^n_k \) of dimension \( r \) and degree \( d \), we have

\[
|\#X(k) - q^r| \leq A_1(n, d, r)q^r.
\]

**Proof.** We argue by induction on \( n \). If \( n = 0 \), then \( X = \text{Spec} k \), hence \( r = 0 \) and \( d = 1 \), and we may take \( A_1(0, 1, 0) = 1 \).

Suppose now that we have \( A_1(n', d, r) \) for \( n' \leq n \) that satisfy the condition in the lemma. Let \( X \subset \mathbb{P}^{n+1}_k \) be an irreducible subvariety of dimension \( r \) and degree \( d \). For every \( \lambda \in \mathbb{C} \), let \( H_\lambda \subset \mathbb{P}^{n+1}_k \) be the hyperplane defined by \( (x_1 - \lambda x_0, 0) \), and let \( H_\infty \) be the hyperplane \( (x_0 = 0) \). If \( X \) is degenerate, then it lies in some \( \mathbb{P}^n_k \), and we get (6.2) if \( A_1(n + 1, d, r) \geq A_1(n, d, r) \). On the other hand, if \( X \) is nondegenerate, then each \( X_\lambda := (X \cap H_\lambda)_{\text{red}} \) is a subvariety of \( \mathbb{P}^n_k \) of degree \( d \), and of pure dimension \( r - 1 \). In particular, if its irreducible components are \( X_1^\lambda, \ldots, X_m^\lambda \), then \( m_\lambda \leq d \). Therefore

\[
|\#X(k) - q^r| \leq \sum_{\lambda \in \mathbb{C} \cup \{\infty\}} |X_\lambda(k)| \leq dA_1(n, d, r)(q + 1)q^r \leq 2dA_1(n, d, r)q^{r+1}.
\]
Therefore it is enough to take $A_1(n + 1, d, r) = 2dA_1(n, d, r)$. □

**Remark 6.3.** Suppose that $X$ is as in Lemma 6.2, but instead of being irreducible, we only assume that it has pure dimension $r$. In this case the number of irreducible components of $X$ is bounded above by $d$. Therefore we deduce from the lemma that $\#X(k) \leq dA_1(n, d, r)q^r$.

If $X$ is allowed to have components of smaller dimension, then the number of such components is not controlled by the degree. However, we still get

**Corollary 6.4.** If $X$ is an $r$-dimensional variety over $\mathbb{F}_q$, then there is $c_X > 0$ such that $\#X(\mathbb{F}_q^e) \leq c_X q^{re}$ for every $e \geq 1$.

**Proof.** Arguing by induction on $r$, we see that it is enough to show that if $U \subseteq X$ is a dense affine open subset, then we have a similar bound for $\#U(\mathbb{F}_q^e)$ (this follows since $\dim(X \setminus U) < r$). It is of course enough to give such a bound for the closure $U$ of $U$ in some projective space. This in turn follows by applying Lemma 6.2 to each irreducible component of $U$. □

Recall that we denote by $(\mathbb{P}^n_k)^*$ the dual projective space of $\mathbb{P}^n_k$. Note that a $k$-rational point of $(\mathbb{P}^n_k)^*$ corresponds to a $k$-hyperplane in $\mathbb{P}^n_k$, that is, to a hyperplane given by an equation $\sum_{i=0}^n a_i x_i = 0$, with all $a_i \in k$.

**Lemma 6.5.** Given $n, d, r$ as in Theorem 6.1, with $r \geq 2$, there is a positive constant $A_2(n, d, r)$ such that for every nondegenerate geometrically irreducible subvariety $X \subseteq \mathbb{P}^n_k$ of dimension $r$ and degree $d$, the number of $k$-hyperplanes $H$ in $\mathbb{P}^n_k$ such that $H \cap X$ is either not geometrically irreducible, or not generically reduced, is $\leq A_2(n, d, r)q^r$.

**Proof.** We make use of the definitions and notation introduced in §1. Let $K = \mathbb{F}_q$, and consider $V = \text{Chow}_K(n - 1, d, r - 1) \setminus \text{Chow}^0_K(n - 1, d, r - 1)$. As we have mentioned, $V = W \times_k K$ for a closed subvariety $W \hookrightarrow \mathbb{P}^N_k$ that is the set-theoretic intersection of finitely many hypersurfaces $Z_j$ of degree $e$ (where $N$ and $e$ only depend on $n, d$, and $r$).

By construction, if $X \cap H$ is not geometrically irreducible or not generically reduced, then $\Phi(X \cap H) \in V$. Consider the morphism $(\mathbb{P}^n_k)^* \to \mathbb{P}^n_k$ defined over $k$ that takes $H$ to $R_X(\ldots, \ldots, h)$, where $h$ is an equation of $H$. Note that there is $j$ such that $Z_j \times_k K$ does not contain the image of $(\mathbb{P}^n_k)^*$: indeed, since $X$ is geometrically irreducible and $r \geq 2$, we know by Bertini’s theorem that there is a hyperplane in $\mathbb{P}^n_k$ whose intersection with $X \times_k K$ is integral. The pull-back of this hypersurface $Z_j \times_k K$ to $(\mathbb{P}^n_k)^*$ is a hypersurface of degree $e'$ defined over $k$, where $e'$ only depends on $n, d$, and $r$. It follows from Lemma 6.2 (see also Remark 6.3) that if we take $A_2(n, d, r) = e'A_1(n, e', n - 1)$, this satisfies the requirement in the lemma. □

We can now give the proof of the main result of this section.

**Proof of Theorem 6.1.** For every variety $X$, we denote by $X_K$ the variety $X \times_{\text{Spec} k} \text{Spec} K$, where $K$ is a fixed algebraic closure of $k$, and for a morphism $\pi: Y \to X$, we denote by $\pi_K$ the corresponding morphism $Y_K \to X_K$. It will be convenient to think of $X(k)$ as the points of $X_K$ fixed under the suitable Frobenius morphism. We will use the fact that $\gamma_n := |\mathbb{P}^n(\mathbb{F}_q)| = \frac{q^{n+1} - 1}{q-1}$ (see Corollary 2.23).
The proof is by induction on \( r \). The case \( r = 0 \) is trivial, since in this case \(|X(k)| = 1 = q^r\). Suppose that \( r = 1 \), and let \( \pi : Y \to X \) be the normalization of \( X \). The curve \( Y \) is nonsingular, projective, and geometrically connected (for the last assertion, note that we have a dense open subset \( U \) of \( Y \) such that \( U_k \) is irreducible). Therefore we may apply to \( Y \) the results in Chapter 3, and in particular the estimate for the number of rational points on \( Y \) given by the analogue of the Riemann hypothesis (see Lemma 3.8 and Theorem 3.6). We deduce that if \( g \) is the genus of \( Y \), then

\[
|\#Y(\mathbb{F}_q) - (q + 1)| \leq 2gq^{1/2}. \tag{6.3}
\]

Note that

\[
|\#X(\mathbb{F}_q) - q| \leq |\#Y(\mathbb{F}_q) - (q + 1)| + 1 + \sum_{x \in (X_K)_{\text{sing}}} \deg(\pi^{-1}_K(x)). \tag{6.4}
\]

In order to estimate the sum in (6.4), as well as the genus of \( Y \), let us consider a general projection of \( X_K \) to \( \mathbb{P}^d_K \), which gives a birational morphism \( \phi : X_K \to C \), where \( C \) is an irreducible plane curve of degree \( d \). Let \( \psi = \phi \circ \pi_K \). Note that if \( x \in C \) is a smooth point, then \( \psi \) is an isomorphism around \( x \), hence \( \psi^{-1}(x) \) is contained in the smooth locus of \( X_K \). Therefore

\[
\sum_{x \in (X_K)_{\text{sing}}} \deg(\pi^{-1}_K(x)) \leq \sum_{x \in C_{\text{sing}}} \deg(\psi^{-1}(x)). \tag{6.5}
\]

For every \( x \in C_{\text{sing}} \) we have \( \deg(\psi^{-1}(x)) \leq d \): if \( L \) is a hyperplane in \( \mathbb{P}^d_K \) passing through \( x \) and not containing \( C \), then \( \deg(\psi^{-1}(x)) \leq \deg(\psi^{-1}(C \cap \mathbb{P}^d_K)) = d \).

The arithmetic genus of \( C \) is \( h^1(C, \mathcal{O}_C) = \frac{(d-1)(d-2)}{2} \). We have a short exact sequence of sheaves

\[
0 \to \mathcal{O}_C \to \psi_*(\mathcal{O}_{Y_K}) \to \bigoplus_{x \in C_{\text{sing}}} \overline{\mathcal{O}_{C,x}} / \mathcal{O}_{C,x} \to 0,
\]

where \( \overline{\mathcal{O}_{C,x}} \) is the integral closure of \( \mathcal{O}_{C,x} \). If \( \delta_x = \text{length}(\overline{\mathcal{O}_{C,x}} / \mathcal{O}_{C,x}) \), then we get from the long exact sequence in cohomology that \( g = p_a(C) - \sum_{x \in C_{\text{sing}}} \delta_x \). This gives \( g \leq p_a(C) = \frac{(d-1)(d-2)}{2} \). We also obtain \( \sum_{x \in C_{\text{sing}}} \delta_x \leq \frac{(d-1)(d-2)}{2} \). Since \( \delta_x \geq 1 \) for every singular point \( x \in C \), we deduce that \( \#C_{\text{sing}} \leq \frac{(d-1)(d-2)}{2} \). We deduce using (6.3), (6.4) and (6.5) that

\[
|\#X(\mathbb{F}_q) - q| \leq (d-1)(d-2)q^{1/2} + \frac{d(d-1)(d-2)}{2} + 1,
\]

hence we are done in the case \( r = 1 \) by taking \( A(n, d, 1) = \frac{d(d-1)(d-2)}{2} + 1 \).

Suppose now that we can find \( A(n, d, r) \) as in the theorem for \( r \geq 1 \), and let us find \( A(n, d, r+1) \). Arguing also by induction on \( n \), we may assume that we can find \( A(n-1, d, r+1) \) as required (note that the cases \( n = 0 \) and \( n = 1 \) are clear). Let \( X \) be a geometrically irreducible subvariety of \( \mathbb{P}^d_k \), of degree \( d \) and dimension \( (r+1) \). If \( X \) is degenerate, then \( X \) lies in some \( \mathbb{P}^{n-1}_k \), in which case we get the bound in the theorem if we take \( A(n, d, r+1) \geq A(n-1, d, r+1) \). Assume henceforth that \( X \) is nondegenerate.

In order to avoid messy computations, we introduce the following notation: given two real numbers \( a \) and \( b \), we write \( a \leq b + o(q^r) \) if there is an inequality \( a \leq b + C \cdot q^r \), where \( C \) is a positive constant that is only allowed to depend on \( n \), \( d \), and \( r \). Note that we have \( a \leq b + o(q^r) \) if and only if \( \gamma_{n-1}a \leq \gamma_{n-1}b + o(q^{r+n-1}) \).
Let \( W \subseteq X \times (\mathbb{P}^n_k)^* \) be the subvariety consisting of the pairs \((x, H)\) such that \(x \in H\). The projections onto the two components give the maps \( W \to X \) and \( W \to (\mathbb{P}^n_k)^* \). The key idea is to compute in two ways \(#W(\mathbb{F}_q)\), using these two morphisms. Note that for every \(x \in X(\mathbb{F}_q)\), the number of \(\mathbb{F}_q\)-hyperplanes containing \(x\) is \(#\mathbb{P}^{n-1}(\mathbb{F}_q) = \gamma_{n-1}\). Therefore

\[
|W(\mathbb{F}_q)| = \gamma_{n-1} \cdot |X(\mathbb{F}_q)|.
\]

On the other hand, using the morphism \( W \to (\mathbb{P}^n_k)^* \), we see that

\[
|W(\mathbb{F}_q)| = \sum_{H \in (\mathbb{P}^n_k)^*(k)} |(X \cap H)(\mathbb{F}_q)|.
\]

We break the sum in (6.7) into two sums, in the first one \(S_1\) collecting all \(H\) such that \(H \cap X\) is either not geometrically irreducible, or not generically reduced, and in the second one \(S_2\), collecting the remaining terms. Note that for every \(H\) that contributes to \(S_1\), the subvariety \((H \cap X)_{\text{red}} \subseteq H \simeq \mathbb{P}^{n-1}_k\) has degree \(\leq d\), and pure dimension \(r\). In particular, the number of irreducible components of \((H \cap X)_{\text{red}}\) is \(\leq d\), and each has degree \(\leq d\). It follows from Lemma 6.2 that \(|(X \cap H)(\mathbb{F}_q)| \leq o(q^r)\).

On the other hand, we can use Lemma 6.5 to bound the number of such hyperplanes by \(A_2(n, d, r + 1)q^{n-1}\), hence \(S_1 \leq o(q^{r+n-1})\), and therefore

\[
\frac{1}{\gamma_{n-1}}S_1 \leq o(q^r).
\]

Note, in particular, that this sum can be absorbed in the error term.

On the other hand, if \(H \cap X\) is geometrically irreducible and generically reduced, then \((H \cap X)_{\text{red}}\) is a variety of dimension \(r\) and degree \(d\), and we can estimate the number of points in \((X \cap H)(\mathbb{F}_q)\) by induction: we have

\[
|\#(X \cap H)(\mathbb{F}_q)| - q^r \leq (d - 1)(d - 2)q^{r-\frac{1}{2}} + o(q^{r-1}).
\]

Let \(\delta\) be the number of hyperplanes that contribute to \(S_2\). Note that

\[
\frac{1}{\gamma_{n-1}}S_2 - q^{r+1} \leq \frac{1}{\gamma_{n-1}}(S_2 - \delta q^r) + \frac{\delta q^r}{\gamma_{n-1}} - q^{r+1}.
\]

By Lemma 6.5 we have \(|\delta - \gamma_n| \leq o(q^{n-1})\). This implies \(\frac{\delta}{\gamma_{n-1}} \leq o(q)\) and

\[
\left|\frac{\delta q^r}{\gamma_{n-1}} - q^{r+1}\right| \leq \frac{|\delta - \gamma_n|}{\gamma_{n-1}}q^r + \frac{\gamma_n q^r}{\gamma_{n-1}} - q^{r+1} \leq o(q^r).
\]

On the other hand, it follows from (6.9) that

\[
\left|\frac{1}{\gamma_{n-1}}(S_2 - \delta q^r)\right| \leq (d - 1)(d - 2)q^{r+\frac{1}{2}} + o(q^r),
\]

hence

\[
\left|\frac{1}{\gamma_{n-1}}S_2 - q^{r+1}\right| \leq (d - 1)(d - 2)q^{r+\frac{1}{2}} + o(q^r).
\]

By combining this with (6.8), we get the existence of \(A(n, d, r + 1)\), which completes the proof of the theorem.
6.3. Estimating the number of points on arbitrary varieties

We explain in this section how to estimate the number of \( k \)-rational points on \( X \) when \( X \) is not assumed to be geometrically irreducible. In this section, however, the constant in the estimate will be allowed to depend on \( X \).

Let us first introduce some notation. Suppose that \( k = \mathbb{F}_q \) is a finite field, and \( X \hookrightarrow \mathbb{P}_k^n \) is an irreducible closed subvariety of degree \( d \) and dimension \( r \). We denote by \( \Gamma = \{ W_1, \ldots, W_m \} \) the set of irreducible components of \( X_{\overline{k}} = X \times_k \overline{k} \).

It follows from Proposition 6.3 that \( G = G(\overline{k}/k) \) acts transitively on \( \Gamma \). Let \( G' \subseteq G \) be the stabilizer of any of the elements of \( \Gamma \) with respect to this action. Note that \( G' = G(\overline{k}/\mathbb{F}_q) \), where \( \mathbb{F}_q \) is the smallest extension of \( \mathbb{F}_q \) over which one (hence all) of the \( W_i \) is defined (see Proposition A.16 and its proof). Since \( G/G' \) has \( \ell \) elements, it follows that \( \ell = m \).

**Proposition 6.6.** Let \( n, d, r \) be nonnegative integers, with \( d > 0 \). Given any \( k = \mathbb{F}_q \) and \( X \) as above, there are positive constants \( c_X \) and \( c'_X \) such that if \( m \) is as above, then for every \( e \geq 1 \) we have

\[
\#X(\mathbb{F}_q^e) - mq^{er} \leq \frac{(d-m)(d-2m)}{m} q^{e(r-1)} + c_X q^{e(r-1)} \quad \text{if } m \mid e, \quad \text{and}
\]

\[
\#X(\mathbb{F}_q^e) \leq c'_X q^{e(r-1)}, \quad \text{if } m \nmid e.
\]

Furthermore, if \( X \) is smooth over \( \mathbb{F}_q \), then we may take \( c'_X = 0 \) and \( c_X \) only to depend on \( n, d, \) and \( r \) (but not on \( X \) or on \( k \)).

**Proof.** For every \( e \geq 1 \), let \( X_e := X \times_{\mathbb{F}_q} \mathbb{F}_q^{e^r} \). If \( m \mid e \), then \( X_e \) has \( m \) irreducible components \( V_{1e}, \ldots, V_{me} \), and each of them is geometrically irreducible. Furthermore, we have \( \dim(V_{ie}) = r \) and \( \deg(V_{ie}) = \frac{d}{m} \) for every \( i \). Note that each \( V_i \cap V_j \) is the extension to \( \mathbb{F}_q^{e^r} \) of the corresponding intersection of irreducible components defined over \( \mathbb{F}_q^{e^s} \), and has dimension \( < r \) when \( i \neq j \). Moreover, if \( X \) is smooth, then \( V_i \cap V_j = \emptyset \) for \( i \neq j \). Since

\[
\#X(\mathbb{F}_q^e) - mq^{er} \leq \sum_{i=1}^{m} \#(V_i(\mathbb{F}_q^e) - q^{er}) + \sum_{i<j} \#(V_i \cap V_j)(\mathbb{F}_q^e),
\]

we deduce the first estimate from Theorem 6.1 and Corollary 6.4. Moreover, when \( X \) is smooth, it is enough to take \( c_X = d \cdot \max_{1 \leq s \leq d} A(n, d', r) \), where we use the notation in Theorem 6.1.

Suppose now that \( m \) does not divide \( e \). Recall that if \( F = \text{Frob}_{X,q} \times \text{Id} \), then \( X(\mathbb{F}_q^e) \) can be identified with the fixed points of \( F^e \) on \( X_{\overline{F}} \). By assumption, none of \( W_1, \ldots, W_m \) is fixed by \( G(\overline{\mathbb{F}}/\mathbb{F}_q^e) \subseteq G \). Note also that an irreducible subset \( Z \subset X_{\overline{F}} \) is fixed by \( G(\overline{\mathbb{F}}/\mathbb{F}_q^e) \) if and only if \( F^e(Z) \subseteq Z \) (see the proof of Proposition A.16).

It follows that if \( u \in W_i \) is fixed by \( F^e \), then \( u \in \bigcap_j F^e(W_i) \), which is a proper closed subvariety of \( W_i \), defined over \( \mathbb{F}_q^e \) (empty when \( X \) is smooth). Since its dimension is \( \leq r - 1 \), we conclude by Remark 6.3 that we can find \( c_X' \) as required (note that the varieties \( \bigcap_j F^e(W_i) \) only depend on the congruence class of \( e \) mod \( \ell \), hence we only get finitely many such varieties). This completes the proof of the proposition. \( \square \)

It is now straightforward to estimate the number of \( \mathbb{F}_q^e \)-rational points on an arbitrary variety \( X \) over \( \mathbb{F}_q \). Let \( X_1, \ldots, X_\ell \) be the irreducible components of \( X \).
of maximal dimension $r$, and let $m_i$ be the number of irreducible components of $X_i \times_k \overline{K}$.

**Proposition 6.7.** For every $X$ as above, there are positive constants $\alpha_X$, $\alpha'_X$ such that for every $e \geq 1$, if we put $a_e = \sum_{m_i | e} m_i$, then

$$|\#X(F_q^e) - a_e q^{er/2}| \leq \alpha_X q^{e(r-1)/2} \text{ if } a_e > 0, \text{ and } \#X(F_q^e) \leq \alpha'_X q^{e(r-1)}, \text{ otherwise.}$$

**Proof.** Let $U_i \subseteq X_i$ be affine open subsets that do not intersect the other irreducible components of $X$, and let $U = \bigcup_{i=1}^r U_i$. Since $\dim(X \setminus U) < r$, it follows from Corollary 6.4 that it is enough to prove the assertion in the proposition for $U$. If $\overline{U}$ is the closure of $U_i$ in some projective space, and $U = \bigcup_{i=1}^r \overline{U_i}$, it follows as before that it is enough to prove the estimate for $\overline{U}$. This follows by applying Proposition 6.6 to each of the $\overline{U}_i$. \[\square\]

### 6.4. Review of Dirichlet series

In this section we collect some basic facts about Dirichlet series. In the first part we follow [Se1, Chapter VI, §2]. A **Dirichlet series** is a series of functions of the form

$$\sum_{n \geq 1} \frac{a_n}{n^s},$$

where $a_n \in \mathbb{C}$, and $s$ varies over $\mathbb{C}$. The following proposition is the basic result that controls the convergence of Dirichlet series.

**Proposition 6.8.** If the series $\sum_{n \geq 1} \frac{a_n}{n^s}$ converges for $s = s_0$, then it converges uniformly in every domain of the form: $\Re(s - s_0) \geq 0$, $\Arg(s - s_0) \leq \alpha$, where $0 < \alpha < \pi/2$.

**Proof.** Let us write $s - s_0 = z = x + yi$, with $x, y \in \mathbb{R}$. It is enough to show that the sequence of functions $(\sum_{n=1}^m \frac{a_n}{n^s})_m$ is uniformly Cauchy in any domain with $x \geq 0$, and $|z| \leq Mx$. Suppose that $\epsilon > 0$ is given. By hypothesis, we can find $m$ such that $|A_p| \leq \epsilon$ for every $p$, where $A_p = \sum_{n=m+1}^{m+p} \frac{a_n}{n^s}$.

We may of course assume that $x > 0$, and we write

$$\sum_{n=m+1}^{m+p} \frac{a_n}{n^s} = \sum_{n=m+1}^{m+p} \frac{a_n}{n^s} \cdot \frac{1}{n^z} = \frac{A_p}{(m+p)^z} + \sum_{\ell=1}^{p-1} A_{\ell} \left( \frac{1}{(m+p)^z} - \frac{1}{(m+\ell+1)^z} \right).$$

We now bound

$$\left| \frac{1}{(m+\ell)^z} - \frac{1}{(m+\ell+1)^z} \right| = \left| z \cdot \int_{\log(m+\ell)}^{\log(m+\ell+1)} e^{-\xi z} d\xi \right| \leq |z| \cdot \int_{\log(m+\ell)}^{\log(m+\ell+1)} e^{-\xi z} d\xi$$

$$= \frac{|z|}{x} \left( \frac{1}{(m+\ell)^z} - \frac{1}{(m+\ell+1)^z} \right).$$

Using this bound and the condition on $|A_{\ell}|$, we conclude that

$$\left| \sum_{n=m+1}^{m+p} \frac{a_n}{n^s} \right| \leq \epsilon \frac{|z|}{x} \cdot \sum_{\ell=1}^{p-1} \left( \frac{1}{(m+\ell)^z} - \frac{1}{(m+\ell+1)^z} \right) \leq \epsilon (1 + M).$$

This completes the proof of the proposition. \[\square\]
The abscissa of convergence of the series \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is

\[
\rho = \inf \{ \Re(s) \mid \sum_{n \geq 1} \frac{a_n}{n^s} \text{ is convergent at } s \}.
\]

It follows from Proposition 6.8 that \( \sum_{n \geq 1} \frac{a_n}{n^s} \) converges uniformly on every compact subset contained in \( \{ s \mid \Re(s) > \rho \} \) (this is called the half-plane of convergence of the series). In particular, it defines a holomorphic function on this half-plane. It follows from definition that the series is divergent at every \( s \) with \( \Re(s) < \rho \). Note that \( \rho = \infty \) if and only if the series diverges everywhere, and \( \rho = -\infty \) if and only if the series is everywhere convergent.

**Example 6.9.** Suppose that \( \alpha \in \mathbb{R} \) is such that the sequence \( |a_n|/n^{\alpha} \) is bounded above. In this case the abscissa of convergence \( \rho \) of \( \sum_{n \geq 1} \frac{a_n}{n^s} \) satisfies \( \rho \leq 1 + \alpha \). Furthermore, suppose that \( a_n \in \mathbb{R}_{\geq 0} \) and \( \liminf_{n \to \infty} \frac{a_n}{n^\alpha} > 0 \); in this case \( \rho = \alpha + 1 \). Both assertions follow from the fact that for \( p \in \mathbb{R} \), the series \( \sum_{n \geq 1} \frac{1}{n^p} \) is convergent if and only if \( p > 1 \).

**Example 6.10.** If we consider the Dirichlet series \( \sum_{n \geq 1} \frac{1}{n^s} \) defining the Riemann zeta function \( \zeta(s) \), then the abscissa of convergence is \( \rho = 1 \).

**Proposition 6.11.** Suppose that \( f(s) = \sum_{n \geq 1} \frac{a_n}{n^s} \) and \( g(s) = \sum_{n \geq 1} \frac{b_n}{n^s} \) are both convergent for every \( s \) with \( \Re(s) > \alpha \). If \( f(s) = g(s) \) for every such \( s \), then \( a_n = b_n \) for every \( n \geq 1 \).

**Proof.** By considering \( h = \sum_{n \geq 1} \frac{a_n - b_n}{n^s} \), we see that it is enough to prove the assertion when all \( b_n \) are zero. In this case, we prove by induction on \( n \) that \( a_n = 0 \). Suppose that \( a_1 = \ldots = a_{n-1} = 0 \), and that \( f(s) = 0 \) for all \( s \) with \( \Re(s) > \alpha \). It follows from Proposition 6.8 that the series of functions \( \sum_{m \geq n} \frac{a_n m^s}{n^s} \) is uniformly convergent (to 0, by our assumption) for \( s \in \mathbb{R} \), with \( s > \rho \). For every \( m > n \) we have \( \lim_{s \to \infty} \frac{a_n m^s}{n^s} = 0 \), hence \( a_n = \lim_{s \to \infty} \sum_{m \geq n} \frac{a_n m^s}{n^s} = 0 \). This completes the induction step.

\[\square\]

As we have seen in Example 6.9, if \( |a_m| \leq Cm^\alpha \) for all \( m \), then the abscissa of convergence of the Dirichlet series \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is \( \leq 1 + \alpha \). The following proposition improves this upper bound when \( \alpha \geq 0 \) and when we have the similar bound for all sums \( a_1 + \ldots + a_m \).

**Proposition 6.12.** If \( \alpha \in \mathbb{R}_{>0} \) is such that \( |\sum_{n=1}^{m} a_n| \leq Cm^\alpha \) for all \( m \), then the Dirichlet series \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is convergent in the half-plane \( \{ s \mid \Re(s) > \alpha \} \).

**Proof.** We follow a similar argument to that used in the proof of Proposition 6.8. Note that we have \( |\sum_{n=m+1}^{m+p} a_n| \leq C((m+\ell)\alpha + m^\alpha) \leq 2C(m+\ell)^\alpha \) for all \( m \) and \( \ell \). Consider \( s \in \mathbb{C} \) with \( \Re(s) > \alpha \), and let us write \( s = x + yi \), with \( x, y \in \mathbb{R} \). If we put \( A_p = \sum_{n=m+1}^{n=m+p} a_n \) for all \( p \), then we have

\[
\left| \sum_{n=m+1}^{m+p} \frac{a_n}{n^s} \right| = \left| \frac{A_p}{(m+p)^\alpha} + \sum_{\ell=1}^{p-1} A_\ell \left( \frac{1}{(m+\ell)^\alpha} - \frac{1}{(m+\ell+1)^\alpha} \right) \right|
\leq \frac{|A_p|}{(m+p)^\alpha} + \sum_{\ell=1}^{p-1} |A_\ell| s \cdot \int_{\log(m+\ell+1)}^{\log(m+\ell)} e^{-ts} dt
\]

This completes the proof.

\[\square\]
6.4. REVIEW OF DIRICHLET SERIES

\[
\sum_{n=m+1}^{m+p} \frac{a_n}{n^s} \leq \frac{2C}{(m+p)^{x-\alpha}} + \sum_{\ell=1}^{p-1} \left| s \right| \int_{\log(m+\ell)}^{\log(m+\ell+1)} \left| A_\ell \right| e^{-tx} dt.
\]

Since \( |A_\ell| \leq 2C(m+\ell)^s \), it follows that \( |A_\ell| \leq 2Ce^{\alpha t} \) for \( t \geq \log(m+\ell) \). Therefore
\[
\sum_{\ell=1}^{p-1} \int_{\log(m+\ell)}^{\log(m+\ell+1)} |A_\ell| e^{-tx} dt \leq 2C \sum_{\ell=1}^{p-1} \int_{\log(m+\ell)}^{\log(m+\ell+1)} e^{t(\alpha-x)} dt = 2C \int_{\log(m+1)}^{\log(m+p)} e^{t(\alpha-x)} dt
\]
\[
= \frac{2C}{x-\alpha} \left( \frac{1}{(m+1)^{x-\alpha}} - \frac{1}{(m+p)^{x-\alpha}} \right).
\]

We thus conclude that
\[
\left| \sum_{n=m+1}^{m+p} \frac{a_n}{n^s} \right| \leq \frac{2C}{(m+p)^{x-\alpha}} + \frac{2C}{x-\alpha} \left( \frac{1}{(m+1)^{x-\alpha}} - \frac{1}{(m+p)^{x-\alpha}} \right),
\]
and for fixed \( s \) this can be made arbitrarily small by taking \( m \) large enough. This shows that \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is convergent. \( \square \)

**Proposition 6.13.** The Riemann zeta function has a meromorphic continuation to the half-space \( \{ s \mid \text{Re}(s) > 0 \} \), with a unique pole at \( s = 1 \), which is simple, and with residue \( 1 \).

**Proof.** The trick is to consider the following auxiliary Dirichlet series
\[
\zeta_r(s) = \sum_{n \geq 1} \frac{a_{n,r}}{n^s} = \sum_{r \mid m} \frac{1}{m^s} - \sum_{r \mid m} \frac{r-1}{m^s},
\]
for every \( r \geq 2 \). It is clear that \( \sum_{n=1}^m a_{n,r} \in \{ 0, 1, \ldots, r-1 \} \), hence Proposition 6.12 applies to give that \( \zeta_r(s) \) is a holomorphic function on \( \{ s \mid \text{Re}(s) > 0 \} \). It is clear that for \( \text{Re}(s) > 1 \) we have \( \zeta_r(s) + r^{1-s} \zeta(s) = \zeta(s) \), hence
\[
\zeta(s) = \frac{\zeta_r(s)}{1 - r^{1-s}}.
\]

This shows that \( \zeta \) has a meromorphic continuation to the half-plane \( \{ s \mid \text{Re}(s) > 0 \} \). Furthermore, every pole in this region is simple, and it is of the form \( 1 + \frac{2\pi n i}{\log(r)} \), for some \( m \in \mathbb{Z} \). By considering \( r = 2 \) and \( r = 3 \), we see that in fact, the only possible pole of \( \zeta \) in this region is at \( s = 1 \).

Note that the residue at 1 is \( \frac{\zeta(1)}{\log(1)} \). Recall that we have \( \log(1+x) = \sum_{n \geq 1} (-1)^{n-1} \frac{x^n}{n} \) for \( |x| < 1 \). The series is convergent at \( x = 1 \), hence by Abel’s theorem the sum for \( x = 1 \) is equal to \( \lim_{x \in \mathbb{R}, x \to 1} \log(x) = \log(2) \). Therefore \( \log(2) = \sum_{n \geq 1} (-1)^{n-1} \frac{1}{n} = \zeta(1) \), and we see that the residue of \( \zeta \) at \( s = 1 \) is 1. \( \square \)

In fact, \( \zeta \) can be meromorphically extended to \( \mathbb{C} \), and the only pole is \( s = 1 \). Furthermore, after multiplication by a suitable factor involving the \( \Gamma \)-function, \( \zeta \) satisfies a functional equation. We refer to [Lang, Chapter XIII] for the statement of the functional equation, for proofs and generalizations.

In the case of Dirichlet series with nonnegative coefficients, the sum has a singularity at the real point on the boundary of the half-plane of convergence. More precisely, we have the following.
Proposition 6.14. Consider a Dirichlet series \( \sum_{n \geq 1} \frac{a_n}{n^s} \), with \( a_n \in \mathbb{R}_{\geq 0} \) for all \( n \). If the abscissa of convergence \( \rho \) is finite, then the sum \( f(s) \) of this series can not be analytically extended to a holomorphic function in the neighborhood of \( s = \rho \).

Proof. Let us denote \( f(s) = \sum_{n \geq 1} \frac{a_n}{n^s} \) for \( \text{Re}(s) > \rho \), and suppose that \( f \) has an analytic continuation to a neighborhood of \( \rho \). In this case there is \( \epsilon > 0 \) such that \( f \) is holomorphic inside the disc \( \{ s \mid |s - (\rho + 1)| < 1 + 2\epsilon \} \). Therefore in the interior of this disc we have the Taylor expansion

(6.14) \[ f(s) = \sum_{i \geq 0} \frac{f^{(i)}(\rho + 1)}{i!} (s - \rho - 1)^i. \]

On the other hand, since the series converges uniformly in the half-space \( \{ s \mid \text{Re}(s) > \rho \} \), we can differentiate term-by-term in this region to get

(6.15) \[ f^{(i)}(s) = \sum_{n \geq 1} \frac{a_n}{n^{s+1}} (-\log n)^i. \]

By taking \( s = \rho + 1 \), we get

(6.16) \[ f^{(i)}(\rho + 1) = \sum_{n \geq 1} \frac{a_n}{n^{\rho+1}} (-\log n)^i. \]

Computing \( f(\rho - \epsilon) \) via (6.14), and using also (6.16), we deduce that

\[
\sum_{n \geq 1} \frac{a_n}{n^\rho} \sum_{i \geq 0} \frac{((1 + \epsilon) \log n)^i}{i!} = \sum_{n \geq 1} \frac{a_n}{n^{\rho-\epsilon}}
\]

is convergent. Hence our Dirichlet series is convergent for \( s = \rho - \epsilon \), a contradiction.

Suppose now that \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is an arbitrary Dirichlet series. The **abscissa of absolute convergence** \( \rho^+ \) of this series is the abscissa of convergence of \( \sum_{n \geq 1} |a_n|/n^s \).

It is clear that if \( \rho \) is the abscissa of convergence of the given Dirichlet series, then \( \rho \leq \rho^+ \). One can show that \( \rho^+ \leq \rho + 1 \), hence in particular \( \rho < \infty \) if and only if \( \rho^+ < \infty \). We will not use this result, so we simply refer to [MoVa, Theorem 1.4] for a proof.

We now want to show that in the half-plane of absolute convergence, under suitable multiplicative properties, we can decompose the sum of the Dirichlet series as an Euler product. Before doing this, let us recall a basic lemma concerning infinite products. Recall that if \( (a_n)_{n \geq 1} \) is a sequence of complex numbers, then the product \( \prod_{n \geq 1} (1 + a_n) \) is **absolutely convergent** if the series \( \sum_{n \geq 1} |a_n| \) is absolutely convergent.

Lemma 6.15. If the product \( \prod_{n \geq 1} (1 + a_n) \) is absolutely convergent, then it is convergent. Furthermore, the product is independent of the order of the factors, and it is zero if and only if one of the factors is zero.
It is clear that if \((a_i)_{i \in I}\) is any set of complex numbers indexed by a countable set, then it makes sense to say that the product \(\prod_{i \in I}(1 + a_i)\) is absolutely convergent. The lemma implies that in this case the product \(\prod_{i \in I}(1 + a_i)\) is well-defined.

**Proof.** The hypothesis implies in particular that \(\lim_{n \to \infty} a_n = 0\). Therefore there is \(n_0\) such that \(|a_n| < 1\) for all \(n \geq n_0\). For all statements in the lemma we may ignore finitely many of the factors, hence we may assume that \(n_0 = 1\). Since

\[
\log \left( \prod_{i=1}^{n} (1 + a_i) \right) = \sum_{i=1}^{n} \log(1 + a_i),
\]

the first two assertions in the lemma follow if we show that the series \(\sum_{i \geq 1} |\log(1 + a_i)|\) is convergent. For every \(u\) with \(|u| < 1\), we have

\[
|\log(1 + u)| = \left| \sum_{n \geq 1} (-1)^{n-1} \frac{u^n}{n} \right| \leq \sum_{n \geq 1} \frac{|u|^n}{n} = -\log(1 - |u|) = \log(1 + w) \leq w,
\]

where \(1 + w = (1 - |u|)^{-1}\). Note that \(w = \frac{|u|}{1 - |u|} \leq \frac{1}{2}|u|\) if \(|u| \leq \frac{1}{2}\), hence \(|\log(1 + u)| \leq \frac{1}{2}|u|\) when \(|u| \leq \frac{1}{2}\). Since \(|a_i| \leq \frac{1}{2}\) for \(i \gg 0\), the hypothesis that \(\sum_{i \geq 1} |a_i|\) is convergent implies that \(\sum_{i \geq 1} |\log(1 + a_i)|\) is convergent.

For the last assertion in the lemma, note that if \(\sum_{n \geq 1} \log(1 + a_n) = u\), then the product \(\prod_{n \geq 1}(1 + a_n)\) is equal to \(\exp(u)\), hence it is nonzero. \(\Box\)

**Remark 6.16.** Note that the infinite product \(\prod_{n \geq 1}(1 + |a_n|)\) is convergent if and only if it is absolutely convergent. Indeed, the “if” part follows from the above lemma, while the “only if” part is a consequence of the fact that for every \(n\)

\[
\sum_{i=1}^{n} |a_i| \leq \prod_{i=1}^{n} (1 + |a_i|) \leq \prod_{i=1}^{\infty} (1 + |a_i|).
\]

This implies that the infinite product \(\prod_{n \geq 1}(1 + a_n)\) is absolutely convergent if and only if the product \(\prod_{n \geq 1}(1 + |a_n|)\) is convergent, which is the case if and only if the series with nonnegative terms \(\sum_{n \geq 0} \log(1 + |a_n|)\) is convergent.

**Exercise 6.17.** Consider \((a_{m,n})_{m,n \geq 1}\), with \(a_{m,n} \in \mathbb{C}\). Show that if each infinite product \(\prod_{n \geq 1} a_{m,n}\) is absolutely convergent and \(b_m = \prod_{n \geq 1} a_{m,n}\), then the following are equivalent

i) The product \(\prod_{m \geq 1} b_m\) is absolutely convergent.

ii) The product \(\prod_{m,n \geq 1} a_{m,n}\) is absolutely convergent.

Furthermore, show that in this case \(\prod_{m,n \geq 1} a_{m,n} = \prod_{m \geq 1} b_m\).

We say that a sequence \((a_n)_{n \geq 1}\) is **multiplicative** if \(a_{mn} = a_m a_n\) whenever \(m\) and \(n\) are relatively prime. In this case we have \(a_1 \cdot a_m = a_m\) for every \(m\). In particular, we either have \(a_m = 0\) for all \(m\), or \(a_1 = 1\). In order to avoid trivial cases, we always assume that \(a_1 = 1\).

**Proposition 6.18.** Let \((a_n)_{n \geq 1}\) be a multiplicative sequence, and consider the Dirichlet series \(f = \sum_{n \geq 1} \frac{a_n}{n^s}\). If the abscissa of absolute convergence \(\rho^+\) is not \(\infty\), then for every \(s\) with \(\text{Re}(s) > \rho^+\) the following product over all positive prime
(6.17) \[ \prod_p \left( \sum_{m \geq 0} \frac{a_p^m}{p^{m s}} \right) \]

is absolutely convergent, and it is equal to \( f(s) \). Furthermore, if we assume that all \( a_n \geq 0 \) and we know that the product (6.17) is convergent for every \( s_0 \in \mathbb{R} \) with \( s_0 > \alpha \), then \( \rho = \rho^+ \leq \alpha \).

**Proof.** Let \( s \in \mathbb{C} \) be such that \( \Re(s) > \rho^+ \). By assumption, the series \( \sum_{n \geq 1} \frac{a_n}{n^s} \) is absolutely convergent. In particular, we see that \( \sum_p \sum_{m \geq 1} \frac{|a_p^m|}{p^{m s}} \) is absolutely convergent, hence the product (6.17) is absolutely convergent.

Let \( f_p(s) \) be the factor in (6.17) corresponding to the prime \( p \). If \( p_1, \ldots, p_r \) are the first \( r \) prime integers, then the series \( S_r := \sum_{n=p_1^{j_1} \cdots p_r^{j_r}} \frac{a_n}{n^s} \) is absolutely convergent, where \( n \) varies over the positive integers whose prime factors are among \( p_1, \ldots, p_r \). The sum of this series is equal to \( \prod_{i=1}^r f_{p_i}(s) \). By assumption, \( S_r \) converges to \( f(s) \), hence we get the assertion in the proposition.

Suppose now that all \( a_m \geq 0 \), and that \( \prod_p \left( \sum_{m \geq 0} \frac{a_p^m}{p^{m s}} \right) \) is convergent whenever \( s_0 \in \mathbb{R} \) with \( s_0 > \alpha \). Let us fix such \( s_0 \). With the above notation, we see that \( S_r \) is finite, and \( S_r \leq \prod_p \left( \sum_{m \geq 0} \frac{a_p^m}{p^{m s_0}} \right) \). Therefore the sequence \( (S_r)_{r \geq 1} \) is convergent, and its limit is clearly equal to \( \sum_{n \geq 1} \frac{a_n}{n^{s_0}} \). This implies that \( \rho = \rho^+ \leq \alpha \). \( \square \)

**Corollary 6.19.** Under the assumptions in the above proposition, suppose that the sequence \( (a_n)_{n \geq 1} \) is strongly multiplicative, in the sense that \( a_m n = a_m a_n \) for all positive integers \( m \) and \( n \), and \( a_0 = 1 \). In this case we have the decomposition

\[ \sum_{n \geq 1} \frac{a_n}{n^s} = \prod_p \frac{1}{1 - a_p p^{-s}} \]

for every \( s \in \mathbb{C} \) with \( \Re(s) > \rho^+ \).

**Proof.** The assertion follows from the formula in Proposition 6.18, noting that for every prime \( p \) we have

\[ \sum_{m \geq 0} \frac{a_p^m}{p^{m s}} = \sum_{m \geq 0} \frac{a_p^m}{p^{m s}} = \frac{1}{1 - a_p p^{-s}}. \]

\( \square \)

**Example 6.20.** In the case of the Riemann zeta function we have \( \rho^+ = \rho = 1 \), and we get the product decomposition

\[ \zeta(s) = \prod_p \frac{1}{1 - p^{-s}} \]

for every \( s \in \mathbb{C} \) with \( \Re(s) > 1 \). Note also that since the product is absolutely convergent, it follows from Lemma 6.15 that \( \zeta(s) \neq 0 \) for every \( s \) with \( \Re(s) > 0 \).
Let us recall the notion of product of Dirichlet series. Given \( \ell \) Dirichlet series \( f_i = \sum_{n \geq 1} \frac{a_{i,n}}{n^s} \) for \( 1 \leq i \leq \ell \), let us consider the product of the \( f_i \) defined by \( g = \sum_{n \geq 1} \frac{b_n}{n^s} \), where \( b_n = \sum_{d_1 \cdots d_\ell = n} a_{d_1,1} \cdots a_{d_\ell,\ell} \), the sum being over all tuples of positive integers \( (d_1, \ldots, d_\ell) \) such that \( d_1 \cdots d_\ell = n \).

**Proposition 6.21.** With the above notation, the following hold:

i) We have the following relation between the abscissas of absolute convergence
\[ \rho^+(g) \leq \max_i \rho^+(f_i), \]
and for every \( s \in \mathbb{C} \) with \( \text{Re}(s) > \max_i \rho^+(f_i) \), we have \( g(s) = \prod_{i=1}^{\ell} f_i(s) \).

ii) If each sequence \((a_{n,1})_{n \geq 1}\) is multiplicative, and if we consider the Euler product decompositions \( f_i = \prod_p f_i^{(p)}(p) \), then the sequence \((b_{n,1})_{n \geq 1}\) is multiplicative, and the Euler product decomposition of \( g \) is given by \( g = \prod_p g^{(p)}(p) \), where \( g^{(p)}(p) = \prod_{i=1}^{\ell} f_i^{(p)}(p) \).

iii) If \( h = \sum_{n \geq 1} \frac{c_n}{n^s} \) is a Dirichlet series such that \( h(s) = \prod_{i=1}^{\ell} f_i(s) \) for \( \text{Re}(s) \gg 0 \), then \( b_n = c_n \) for every \( n \). In particular, we have \( \rho^+(h) \leq \max_i \rho^+(f_i) \).

**Proof.** All the assertions are straightforward to prove, so we leave them as an exercise. We only note that iii) is a consequence of i) and of Proposition 6.11. \( \square \)

In what follows we make some considerations that will be useful in the next section, when dealing with zeta functions of arithmetic schemes. Suppose that \( f \) is a formal power series \( f = \sum_{m \geq 0} a_m t^m \in \mathbb{C}[t] \). Given a prime \( p \), we may associate to \( f \) the Dirichlet series \( \tilde{f} = \sum_{m \geq 0} \frac{a_m}{p^m} \). If \( r(f) \) is the radius of convergence of \( f \), then \( \tilde{f}(s) \) is absolutely convergent for \( \text{Re}(s) > -\frac{\log(r(f))}{\log(p)} \), and it is divergent for \( \text{Re}(s) < -\frac{\log(r(f))}{\log(p)} \). Therefore \( \tilde{\rho} = \rho^+(\tilde{f}) = -\frac{\log(r(f))}{\log(p)} \).

If \( f(0) = 0 \), then we may consider \( g = \exp(f) \). It is clear that \( r(g) \geq r(f) \), and it follows from the above formulas that \( \rho(g) \leq \rho(\tilde{f}) \).

Suppose now that for every prime \( p \) we have a formal power series \( f_p = \sum_{m \geq 1} \frac{a_{m,p}}{p^m} \) with \( a_{m,p} \in \mathbb{R}_{>0} \) for all \( m \), and consider as above the corresponding Dirichlet series \( \tilde{f}_p = f_p(1/p^s) = \sum_{m \geq 0} \frac{a_{0,m}}{m!} \). Let \( g_p = \exp(f_p) \), and \( \tilde{g}_p = g_p(1/p^s) \).

**Proposition 6.22.** With the above notation, suppose that the \( C > 0 \) and \( \alpha \in \mathbb{R} \), and \( p_0 \in \mathbb{Z}_{>0} \) are such that
\[ a_{m,p}^{(p)} \leq \left\{ \begin{array}{ll} C p^m, & \text{if } p \geq p_0, m \geq 1; \\ C p^{m+1}, & \text{if } p < p_0, m \geq 1. \end{array} \right. \]

In this case \( \prod_p \tilde{g}_p(s) \) is the Euler product decomposition of a Dirichlet series with nonnegative coefficients, which is absolutely convergent in the half-plane \( \{ s \mid \text{Re}(s) > \alpha + 1 \} \).

**Proof.** Let us write \( g_p = \sum_{m \geq 0} \frac{b_{m,p}}{m!} \), so that \( \tilde{g}_p(s) = \sum_{m \geq 0} \frac{b_{m,p}}{m^s} \). Note that \( b_{0,p}^{(p)} = 1 \), and since \( a_{m,p}^{(p)} \geq 0 \) for all \( m \) and \( p \), we have \( b_{m,p}^{(p)} \geq 0 \) for all \( m \) and \( p \).

For a positive integer \( n \) having the prime decomposition \( n = p_1^{m_1} \cdots p_r^{m_r} \), we put \( b_n = b_{m_1}^{(p_1)} \cdots b_{m_r}^{(p_r)} \). Let us consider the Dirichlet series \( g(s) = \sum_{n \geq 1} \frac{b_n}{n^s} \).
It is enough to show that the product $\prod_p \tilde g_p(s)$ is convergent for every $s > \alpha + 1$. Indeed, we can then apply Proposition 6.18 to deduce that this is the Euler product decomposition of $g(s)$, whose abscissa of convergence is $\leq \alpha + 1$.

Let us fix $s \in \mathbb{R}$ with $s > \alpha + 1$. Using the definition of the $\tilde g_p$, we see that it is enough to show that $\sum_p \tilde f_p(s)$ is convergent. Note that this is a series with nonnegative terms, and by assumption we have

$$\sum \sum \frac{a_{m^p}}{p^{ms}} \leq C \cdot \sum \sum \frac{1}{p^{s-\alpha-1}} < \infty, \quad \text{and}$$

$$\sum \sum \frac{a_{m^p}}{p^{ms}} \leq C \cdot \sum \sum \frac{1}{p^{s-\alpha}} \leq 2C \cdot \sum \frac{1}{p^{s-\alpha}} < \infty.$$ 

Since the above series are convergent, this completes the proof.

6.5. The zeta function of an arithmetic scheme

In this section we consider arithmetic schemes, that is, schemes of finite type over $\mathbb{Z}$. For every such scheme $X$, we denote by $X_p$ the fiber of $X$ over the point $p\mathbb{Z}$ in $\text{Spec} \mathbb{Z}$. This is a scheme of finite type over $\mathbb{F}_p$. The following lemma describes the set $X_{cl}$ of closed points of an arithmetic scheme $X$.

**Lemma 6.23.** If $X$ is a scheme of finite type over $\mathbb{Z}$, and $x \in X$ is a point, then $x$ is a closed point if and only if its residue field $k(x)$ is a finite field. In this case, the image of $x$ in $\text{Spec} \mathbb{Z}$ is a closed point.

**Proof.** Let $\pi : X \to \text{Spec} \mathbb{Z}$ denote the canonical morphism. If $k(x)$ is a finite field, then $k(\pi(x))$ is finite too, being a subfield of $k(x)$, hence $\pi(x)$ is a closed point on $\mathbb{Z}$. In this case we know that $x$ is a closed point in the fiber $X_p$, hence it is closed in $X$.

Conversely, suppose that $x$ is closed in $X$. If $U = \text{Spec} A$ is an affine open neighborhood of $x$, then $x$ is closed in $U$, hence it corresponds to a maximal ideal $m \subset A$. If $\pi(x)$ is a closed point, then we are done: since $x$ is a closed point on a scheme of finite type over $\mathbb{F}_p$, the residue field $k(x)$ is finite. Suppose that $\pi(x)$ is the generic point of $\text{Spec} \mathbb{Z}$. The field $K = A/m$ is a finitely generated $\mathbb{Z}$-algebra. In particular, it is a finitely generated $\mathbb{Q}$-algebra, hence it is finite over $\mathbb{Q}$ by Nullstellensatz. If $B$ is the integral closure of $\mathbb{Z}$ in $K$, then $B$ is a Dedekind domain with field of fractions $K$. Since $K$ is a finitely generated $\mathbb{Z}$-algebra, it is also finitely generated over $B$, hence it is equal to $B[1/b]$ for some nonzero $b \in B$. However, $b$ is only contained in finitely many prime ideals, while $B$ has infinitely many such ideals. Therefore $B[1/b]$ can not be a field. This contradiction shows that $\pi(x)$ is a closed point.

Let $X$ be an arithmetic scheme. For every closed point $x \in X$, we put $N(x) = |k(x)|$. Note that given any $M$, there are only finitely many closed points $x \in X$ with $N(x) \leq M$. Indeed, this condition bounds the characteristic of $k(x)$, and we have seen in Proposition 2.1 that on every $X_p$ there are only finitely many closed points with $\deg(k(x)/\mathbb{F}_p)$ bounded.

A 0-cycle on $X$ is an element of the free abelian group on the set of closed points of $X$. We say that a 0-cycle $\alpha = \sum_{i=1}^\ell m_i x_i$ is effective if all $m_i$ are non-negative.
In this case, we put \( N(\alpha) := \prod_i N(x_i)^{m_i} \). Note that if \( \alpha \) is an effective cycle on \( X_p \), then \( N(\alpha) = p^{\deg(\alpha)} \).

The zeta function \( L_X \) of \( X \) is defined by \( L_X(s) = \sum_{n \geq 1} a_n s^{-n} \), where \( a_n \) is the number of effective 0-cycles \( \alpha \) on \( X \) with \( N(\alpha) = n \) (with the convention \( a_1 = 1 \)). Note that the sequence \((a_n)_{n \geq 1}\) is multiplicative: this is an easy consequence of the fact that for every closed point \( x \in X \), \( N(x) \) is a prime power, hence \( N(x) \) divides a product \( mn \), with \( m \) and \( n \) relatively prime if and only if it divides precisely one of \( m \) and \( n \). Therefore we have an Euler product decomposition of \( L_X \) as

\[
L_X(s) = \prod p L_{X,p}(s),
\]

where \( b_n^{(p)} \) is the number of effective 0-cycles on \( X_p \) of degree \( n \). It follows from Remark 2.9 that \( L_{X,p}(s) = Z(X_p,p^{-s}) = L_X(p^{s}) \) (for a possibly non-reduced scheme \( W \) of finite type over \( \mathbb{F}_p \), we put \( Z(W,t) = Z(W_{\text{red}},t) \)).

Up to this point, the above Euler product only holds at a formal level, since we have not proved yet that the above Dirichlet series converges in a nonempty half-plane. Our main goal in this section is to prove this fact, to compute the abscissa of convergence, and to show that the zeta function has a meromorphic continuation to a half-space containing the half-plane of convergence. Note that the above Dirichlet series has nonnegative coefficients, so in this case the abscissa of absolute convergence is equal to the abscissa of convergence.

As a warm-up, we start with the case of a scheme that lies over a closed point in \( \text{Spec} \mathbb{Z} \). Suppose that \( Y \) is a scheme of finite type over \( \mathbb{F}_p \). Recall that in this case we have \( L_Y(s) = Z(Y,p^{-s}) \). The following is the main result in this setting.

**Theorem 6.24.** If \( Y \) is a scheme of finite type over \( \mathbb{F}_p \), then the Dirichlet series with nonnegative coefficients \( L_Y(s) \) is convergent for \( \Re(s) > r := \dim(Y) \), and it has no zeros in this half-plane. Furthermore, if the \( r \)-dimensional irreducible components of \( Y \) are \( Y_1, \ldots, Y_t \), and each \( Y_j \times_{\mathbb{F}_p} \mathbb{F}_p \) has \( m_j \) irreducible components, then

\[
L_Y(s) = \overline{L}(s) \cdot \prod_{j=1}^t \left( \frac{1}{1 - p^{m_j(s-r)}} \right),
\]

where \( \overline{L} \) is the sum of a Dirichlet series with abscissa of absolute convergence \( \leq r - \frac{1}{2} \). In particular, the abscissa of convergence of \( L_Y \) is \( r \), and \( L_Y \) admits a meromorphic continuation to the half-plane \( \{ s \mid \Re(s) > r - \frac{1}{2} \} \), such that the set of poles is given by

\[
\left\{ r + \frac{2\pi im}{m_j \log(p)} \mid m \in \mathbb{Z}, 1 \leq j \leq t \right\}.
\]

**Proof.** Let \( f = \sum_{e \geq 1} \frac{N_e}{e^{s}} \), where \( N_e = |Y(\mathbb{F}_p^e)| \), and \( g = \exp(f) \), so that \( L_Y(s) = g(p^{-s}) \). We thus are in the setting discussed at the end of \( \S 4 \). It follows from Corollary 6.4 that there is a constant \( \alpha_Y > 0 \) such that \( N_e \leq \alpha_Y p^{er} \) for every \( e \geq 1 \). This implies \( N_e^{1/e} \leq \alpha_Y^{-1} p^{r} \), so that the radius of convergence \( R \) of \( f \) is \( \geq p^{-r} \), and we thus obtain

\[
\rho(L_Y) = p^r(L_Y) = \frac{-\log(R)}{\log p} \leq r.
\]
Note also that if \( \text{Re}(s) > r \), then \( L_Y(s) = \exp(f(p^{-s})) \), hence it is nonzero. This proves the first assertion in the theorem.

The second assertion is the deeper one, and for this we will make use of the Lang-Weil estimate. Let \( f_1 = \sum_{i=1}^\ell \sum_{m|e} \frac{m_i p^r}{e} t^e \) and \( f_2 = f - f_1 \). Note that
\[
f_1 = \sum_{i=1}^\ell \sum_{j=1}^{m_i} p^{j m_i} t^{j m_i} = -\sum_{i=1}^\ell \log(1 - p^{m_i} t^{m_i}),
\]
hence \( \exp(f_1) = \prod_{i=1}^\ell \frac{1}{1 - p^{m_i} t^{m_i}} \). On the other hand, if we write \( f_2 = \sum_{m \geq 1} b_m t^m \), it follows from Proposition 6.7 that there is a constant \( C > 0 \) such that \( |b_m| \leq C p^{r - \frac{1}{2}} m \) for all \( m \). Arguing as above, we see that the radius of convergence of \( f_2 \) is \( \geq p^{-r + \frac{1}{2}} \). Therefore the abscissa of convergence of \( \tilde{L}(s) = \exp(f_2(p^{-s})) \) is \( \leq p^{-\frac{1}{2}} \), and we have
\[
L_Y(s) = \exp(f_1(p^{-s})) \cdot \exp(f_2(p^{-s})) = \tilde{L}(s) \cdot \prod_{i=1}^\ell \frac{1}{1 - p^{m_i} (r - s)}. \]

Note also that if \( \text{Re}(s) > r - \frac{1}{2} \), then \( \tilde{L}(s) = \exp(f_2(p^{-s})) \neq 0 \). The last assertions in the theorem are now easy consequences.

**Exercise 6.25.** Let \( (m_i)_{i \in I} \) be positive integers, where \( I \) is a countable set, such that for every \( M \) there are only finitely many \( i \) with \( m_i \leq M \). Show that if the power series \( f(t) = \prod_{i \in I} (1 - t^{m_i})^{-1} \in \mathbb{Z}[t] \) has radius of convergence \( R \), then for every \( u \in \mathbb{C} \) with \( |u| < \min\{1, R\} \) the product \( \prod_{i \in I} (1 - u^{m_i})^{-1} \) is absolutely convergent and \( f(u) = \prod_{i \in I} (1 - u^{m_i})^{-1} \).

**Exercise 6.26.** Show that if \( Y \) is a scheme of finite type over \( \mathbb{F}_p \), then for every \( s \in \mathbb{C} \) with \( \text{Re}(s) > \dim(Y) \) the product \( \prod_{x \in X \cap Y} (1 - N(x)^{-s})^{-1} \) is absolutely convergent, and \( L_Y(s) = \prod_{x \in X \cap Y} (1 - N(x)^{-s})^{-1} \).

The case of an arithmetic scheme \( X \) whose irreducible components dominate \( \text{Spec} \mathbb{Z} \) is more involved. We begin by giving an upper-bound for the abscissa of convergence of an arbitrary arithmetic scheme. This will be a consequence of the following complement to Corollary 6.4.

**Proposition 6.27.** For every arithmetic scheme \( X \) of dimension \( r \), there is a constant \( c_X > 0 \) and \( p_0 \) such that for every prime \( p \geq p_0 \) and every \( e \geq 1 \), we have
\[
\#X(\mathbb{F}_p^m) \leq \begin{cases} 
c_X p^{m(r - 1)}, & \text{if } p \geq p_0, m \geq 1; 
\end{cases}
\]
\[
\begin{cases}
c_X p^{me}, & \text{if } p < p_0, m \geq 1.
\end{cases}
\]

**Proof.** It is enough to show that there is \( c_X \) and \( p_0 \) such that \( \#X(\mathbb{F}_p^m) \leq c_X p^{m(r - 1)} \) for all \( p \geq p_0 \) and \( m \geq 1 \). Indeed, applying Proposition 6.7 to each \( X_p \) with \( p < p_0 \), we see that after possibly enlarging \( c_X \) we have \( \#X(\mathbb{F}_p^m) \leq p^{mr} \) for all \( p < p_0 \) and \( m \geq 1 \).

We first prove this assertion in the case when \( X \) is irreducible, and it is smooth and projective over \( \text{Spec} \mathbb{Z}[1/N] \) for some positive integer \( N \). Consider an embedding \( X \to \mathbb{P}^n_{\mathbb{Z}[1/N]} \), and let \( d \) denote the degree of the fibers. In particular, for every prime \( p \) that does not divide \( N \), \( X_p \to \mathbb{P}^n_{\mathbb{F}_p} \) is a smooth closed subvariety of dimension \( r - 1 \) and degree \( d \). In particular, \( X_p \times_{\mathbb{F}_p} \mathbb{F}_p \) has \( \leq d \) irreducible components. Applying Proposition 6.6 to each connected component of \( X \), we see
that there is a positive constant $c_X$ such that $\#X(F_p^e) \leq c_X p^{(r-1)e}$ for every $p$
that does not divide $N$, and every $e \geq 1$.

We now consider the general case, that we prove by induction on $r$. If $r = 0$, then $X_p$ is empty for $p \gg 0$, and the assertion to prove is trivial. Suppose that $r \geq 1$. Note first that we may assume that $X$ is irreducible: if $X_1, \ldots, X_\ell$ are the
irreducible components of $X$, and if we can find $c_{X_i}$ for every $i$, then it is enough to take $c_X = \sum_{i=1}^\ell c_{X_i}$.

Suppose from now on that $X$ is irreducible, and after replacing $X$ by $X_{\text{red}}$ we may also assume that $X$ is reduced. If $X$ does not dominate $\text{Spec} \ Z$, then $X_p$ is empty for $p \gg 0$, hence the assertion to prove is trivial. We henceforth assume that $X$ dominates $\text{Spec} \ Z$.

Note that if $X$ is birational to $Y$, for an integral scheme $Y$ of finite type over $\text{Spec} \ Z$, and if we can find $c_Y$ as required, then we can also find $c_X$. Indeed, if $V$ is an open subset of $X$ isomorphic to an open subset of $Y$, then we can find $c_{X \setminus V}$ by induction, and it is enough to take $c_X = \max\{c_Y, c_{X \setminus V}\}$.

In particular, we may assume that $X$ is projective over $\text{Spec} \ Z$. We apply Hironaka’s theorem on resolution of singularities to find a projective birational morphism $\phi : \tilde{X} \to X \times_{\text{Spec} \ Z} \text{Spec} \ Q$, with $\tilde{X}$ nonsingular, hence smooth over $\text{Spec} \ Q$. We can find a positive integer $N$ such that $\phi_q$ is obtained by base-change from a projective birational morphism $\phi : \tilde{X} \to X \times_{\text{Spec} \ Z} \text{Spec} \ Z[1/N]$, such that $\tilde{X}$ is smooth and projective over $\text{Spec} \ Z[1/N]$. We have already seen that the assertion in the proposition holds for $\tilde{X}$, and since $X$ is birational to $\tilde{X}$, it follows that we can find $c_X$ as required. This completes the proof of the proposition. \hfill \square

**Corollary 6.28.** If $X$ is an arithmetic scheme of dimension $r$, then the Dirichlet series with nonnegative coefficients $L_X$ is convergent in $\{s \mid \text{Re}(s) > r\}$, and it has no zeros in this region.

**Proof.** Let $f_p = \sum_{e \geq 1} \frac{N_e(p)}{e} p^{-e}$, where $N_e(p) = \#X(F_p^e)$. It follows from Proposition 6.27 that there is a constant $c_X > 0$ and $p_0$ such that the series $f_p$ satisfy the conditions in Proposition 6.22, with $\alpha = r - 1$. Since $\prod_p \exp(f_p(p^{r-s}))$ is the Euler product corresponding to $L_X$, we deduce that $L_X(s)$ is (absolutely) convergent for $\text{Re}(s) > r$. Furthermore, each of the factors of the Euler product is nonzero, hence $L_X(s)$ is nonzero in this half-plane. \hfill \square

**Remark 6.29.** It follows from Corollary 6.28 and Proposition 6.18 that if $X$ is an arithmetic scheme of dimension $r$, then $L_X(s) = \prod_p L_{X_p}(s)$ whenever $\text{Re}(s) > r$. Furthermore, it follows from Exercise 6.26 that for every prime $p$, we have $L_{X_p}(s) = \prod_{x \in (X_p)_{\text{red}}} (1 - N(x)^{-s})^{-1}$, and the product is absolutely convergent. We conclude using Exercise B.22 that

$$L_X(s) = \prod_{x \in X_{\text{red}}} (1 - N(x)^{-s})^{-1},$$

and the product is absolutely convergent.

**Example 6.30.** Let $K$ be a number field and $\mathcal{O}_K$ the ring of integers of $K$ (that is, the ring of elements of $K$ that are integral over $\mathbb{Z}$). The zeta function of $K$ (also called the Dedekind zeta function of $K$) is $\zeta_K := L_{\text{Spec} \ \mathcal{O}_K}$. Corollary 6.28 implies that $\zeta_K$ is (absolutely) convergent in the half-plane $\{s \mid \text{Re}(s) > 1\}$. We
deduce from the previous remark that we have a product description in this region
\[ \zeta_K(s) = \prod_{P \in \text{Spec}(\mathcal{O}_K)} \left(1 - \frac{1}{N(P)^s}\right)^{-1}. \]

The description of \( \zeta_K \) as a Dirichlet series can also be written as
\[ \zeta_K(s) = \sum_{a \subset \mathcal{O}_K} \frac{1}{N(a)^s}, \]
where the sum is over all proper nonzero ideals \( a \) of \( \mathcal{O}_K \), and where \( N(a) = |\mathcal{O}_K/a| \) (by the unique factorization of an ideal in \( \mathcal{O}_K \) as a product of prime ideals, we can identify nonzero ideals in \( \mathcal{O}_K \) with effective cycles on \( \text{Spec} \mathcal{O}_K \), such that the two definitions of \( N(a) \) are compatible). Of course, if \( K = \mathbb{Q} \), then \( \zeta_K \) is the Riemann zeta function.

**Example 6.31.** Recall that by Corollary 2.23 we have
\[ Z(\mathbf{P}_p^n, t) = \frac{1}{(1-t)(1-pt)\cdots(1-p^n t)}. \]
Therefore the zeta function of \( \mathbf{P}_p^n \) is given by
\[ L_{\mathbf{P}_p^n}(s) = \prod_p Z(\mathbf{P}_p^n, p^{-s}) = \prod_{i=0}^n \prod_p \frac{1}{(1-p^{-s})} = \prod_{i=0}^n \zeta(s-i). \]

**Remark 6.32.** If \( X \) is an arithmetic scheme, \( Y \) is a closed subscheme of \( X \), and \( U = X \setminus Y \), then \( L_X(s) = L_Y(s)L_U(s) \) for all \( s > \dim(X) \). Indeed, this is a consequence of the Euler product description of the zeta function, and of the fact that \( Z(X_p, t) = Z(Y_p, t) \cdot Z(U_p, t) \) for all primes \( p \). In particular, we see that \( L_X \) is the product of \( L_Y \) and \( L_U \) in the sense of Proposition 6.21, and therefore \( \rho(L_X) \leq \max\{\rho(L_Y), \rho(L_U)\} \).

Our last result in this section describes, in particular, the abscissa of convergence of zeta functions of arithmetic schemes.

**Theorem 6.33.** If \( X \) is an arithmetic scheme of dimension \( r \), then the following hold:

i) The abscissa of convergence of \( L_X \) is \( \rho = r \).

ii) \( L_X \) admits a meromorphic continuation to the half-plane \( \{s \mid \text{Re}(s) > r - \epsilon\} \), for some \( \epsilon > 0 \), and \( s = r \) is a pole.

iii) If \( X \) is irreducible and dominates \( \text{Spec} \mathbb{Z} \), then the only pole of \( L_X \) in the half-plane \( \{s \mid \text{Re}(s) > r - \epsilon\} \), with \( \epsilon \) as in ii), is at \( s = r \), and this occurs with order one.

In fact, as we will explain below, one can show that one can take \( \epsilon = \frac{1}{2} \) in the theorem. The key ingredient that we will need, in addition to the Lang-Weil estimate, is given by the special case of the ring of integers in a number field. This is the content of the following proposition.

**Proposition 6.34.** If \( K \) is a number field with \( \deg(K/\mathbb{Q}) = \ell \), then \( \zeta_K \) admits a meromorphic continuation to the half-plane \( \{s \mid \text{Re}(s) > 1 - \frac{1}{2}\} \). In this region the only pole is \( s = 1 \), and this occurs with order one. In particular, the abscissa of convergence of \( \zeta_K \) is \( \rho = 1 \).
Proof. We will use the following result from algebraic number theory: there is a positive number $\alpha_K$ such that if $i(m)$ denotes the number of proper nonzero ideals $I$ in $\mathcal{O}_K$ with $N(I) \leq m$, then

$$
\frac{i(m) - \alpha_K m}{m^{1-\frac{1}{r}}}
$$

is bounded see [Mar, Theorem 39]. This implies that if we write $\zeta_K - \alpha_K \zeta(s)$ as a Dirichlet series $\sum_{m \geq 1} \frac{b_m}{m^s}$, then there is a positive constant $C$ such that $|b_1 + \ldots + b_m| \leq C m^{1-\frac{1}{r}}$ for all $m$. Proposition 6.12 implies that $\zeta_K - \alpha_K \zeta$ is analytic in the half-plane $\{ s \mid \Re(s) > 1 + \frac{1}{r} \}$. On the other hand, by Proposition 6.13 we know that $\zeta$ is meromorphic in the half-plane $\{ s \mid \Re(s) > 0 \}$, with a unique (simple) pole at $s = 1$. This gives the assertions in the proposition concerning $\zeta_K$. \hfill \Box

One can show that, in fact, $\zeta_K$ admits a meromorphic continuation to $\mathbb{C}$, such that the only pole is at $s = 1$. However, the proof is quite involved, so we refer to [Lang, Chapter XIII] for this result.

Proof of Theorem 6.33. Note first that if $U$ is an open subset of $X$ such that $\dim(W) < \dim(X)$, where $W = X \setminus U$, then the theorem holds for $X$ if and only if it holds for $U$. Indeed, $L_X(s) = L_W(s)L_U(s)$ by Remark 6.32. Since $\dim(W) \leq r-1$, the function $L_W$ is analytic in $\{ s \mid \Re(s) > r-1 \}$ by Corollary 6.28, and it has no zeros in this half-plane. Therefore the assertions in the theorem hold for $X$ if and only if they hold for $U$. This implies, in particular, that if $X$ and $Y$ are birational integral schemes, then the theorem holds for $X$ if and only if it holds for $Y$.

Given any $X$, let us consider an affine open subset $U$ of $X$ with $\dim(X \setminus U) < r$, such that $U$ is isomorphic to the disjoint union of some $U_i$, with each $U_i$ irreducible of dimension $r$. Since $L(U, s) = \prod_i L_{U_i}(s)$, it is clear that if each $U_i$ satisfies properties i) and ii), then so does $U$, and therefore so does $X$. This shows that we may assume that $X$ is affine and irreducible, and after replacing $X$ by $X_{\text{red}}$, we may assume that $X$ is integral.

If $X$ does not dominate $\text{Spec} \mathbb{Z}$, then $X = X_p$ for some $p$. In this case, Theorem 6.24 shows that properties i) and ii) are satisfied with $\epsilon = \frac{1}{r}$. Hence from now on we may assume that $X$ dominates $\text{Spec} \mathbb{Z}$. Arguing as in the proof of Proposition 6.27, we find an integral scheme $Y$ that is smooth and projective over some $\text{Spec} \mathbb{Z}[1/N]$, connected, and that is birational to $X$. As we have seen, it is enough to show that $Y$ satisfies the assertions in the theorem.

Let $\pi : Y \to \text{Spec} \mathbb{Z}[1/N]$ be the structure morphism. After possibly replacing $N$ by a multiple, we may assume that $\pi_*(\mathcal{O}_Y)$ is free (say, of rank $m$) and $\pi_*(\mathcal{O}_Y) \simeq \pi_*(\mathcal{O}_Y) \otimes \mathbb{Z}/p\mathbb{Z}$ for all primes $p$ that do not divide $N$. Therefore $A = \Gamma(Y, \mathcal{O}_Y)$ is an integral domain, free of rank $m$ over $\mathbb{Z}[1/N]$. If $K = A \otimes \mathbb{Q}$, then $K$ is a domain that is a finite extension of $\mathbb{Q}$, hence it is a number field, equal to the fraction field of $A$. If $\mathcal{O}_K$ is the ring of integers in $K$, then we have an inclusion $A \subseteq \mathcal{O}_K[1/N]$. After possibly replacing $N$ by a multiple, we may assume that $A = \mathcal{O}_K[1/N]$ and that $\mathcal{O}_K[1/N]$ is smooth over $\mathbb{Z}[1/N]$. Suppose that $p$ is a prime that does not divide $N$, and let us consider its prime decomposition in $\mathcal{O}_K$:

$$p\mathcal{O}_K = P_1 \cdot \ldots \cdot P_r,$$
and let \( m_i = [\mathcal{O}_K/P_i : \mathbf{F}_p] \). Note that the fiber \( Y_p \) is a smooth, \((r-1)\)-dimensional projective variety, with \( \ell \) irreducible components \( Y_p^{(1)}, \ldots, Y_p^{(\ell)} \), with \( Y_p^{(i)} \times \text{Spec} \mathbf{F}_p \) having \( m_i \) irreducible components.

For every prime \( p \) that does not divide \( N \), let \( f_p = \sum_{e \geq 1} \frac{|\text{Spec} \mathcal{O}_K(\mathbf{F}_{p^e})|}{e} t^e \), then we proceed as in the proof of Theorem 6.22. If \( \mathcal{O}_{K_1} \) is a Dedekind domain, then \( f_p(t) - f_p^{(1)}(p^{r-1}t) = \sum_{e \geq 1} b_{e}(p) \frac{t^{e}}{e} \), where \( b_{e}(p) \) is the number of irreducible components of \( Y_p \times \text{Spec} \mathbf{F}_p \) having \( e \) irreducible components.

If we write \( f_p^{(2)}(t) = f_p(t) - f_p^{(1)}(p^{r-1}t) = \sum_{e \geq 1} b_{e}(p) \frac{t^{e}}{e} \), then we apply Proposition 6.6 to every connected component of \( Y_p \) and deduce that we have a positive constant \( C \) such that \( |b_{e}(p)| \leq Cp((r-\frac{1}{2})e \) for all \( e \) and all primes \( p \) that do not divide \( N \). We deduce from Proposition 6.22 that \( \prod_{p \mid N} \exp(f_p^{(2)})(p^{-s}) \) is the Euler product of a Dirichlet series \( \zeta_Y \) that is absolutely convergent in the half-plane \( \{ s \mid \text{Re}(s) > r - \frac{1}{2} \} \), and which has no zeros in this region. On the other hand, if we put \( Y' = \text{Spec} \mathcal{O}_{K[1/N]} \), then \( L_Y(s) = L_{Y'}(s - r + 1) \zeta_Y(s) \). Note that \( \zeta_K(s) = L_{Y'}(s) \prod_{P_j} \left( 1 - \frac{1}{N(P_j^{r})} \right)^{-1} \), where the \( P_j \) are the (finitely many) prime ideals of \( \mathcal{O}_K \) that lie over primes in \( \mathbf{Z} \) dividing \( N \). It follows from Proposition 6.34 that \( L_{Y'}(s) \) is a meromorphic function in the half-plane \( \{ s \mid \text{Re}(s) > 1 - \frac{1}{d} \} \), where \( d = \text{deg}(K/Q) \), and its only pole in this region is at \( s = 1 \), and this has order one. We deduce that properties i), ii), and iii) are satisfied by \( L_Y \), where we may take \( \epsilon = 1/d \). This completes the proof of the theorem.

**Remark 6.35.** If one assumes the fact that \( \zeta_K \) has a meromorphic continuation to the half-plane \( \{ s \mid \text{Re}(s) > \frac{1}{2} \} \), we see that the argument in the proof of Theorem 6.33 shows that for every arithmetic scheme of dimension \( r \), the zeta function \( L_X \) can be extended as a meromorphic function to \( \{ s \mid \text{Re}(s) > r - \frac{1}{2} \} \).

**Remark 6.36.** If \( X \) is any arithmetic scheme of dimension \( r \), then the order of \( s = r \) as a pole of \( L_X \) is equal to the number of \( r \)-dimensional irreducible components of \( X \). Indeed, if \( X_1, \ldots, X_{\ell} \) are the \( r \)-dimensional irreducible components of \( X \), then the order of \( s = r \) as a pole of \( L_X \) is the sum of the corresponding orders of \( s = r \) as a pole of each \( L_{X_j} \). These orders in turn can be computed using Theorem 6.24 (for those \( X_j \) that lie in a fiber over \( \text{Spec} \mathbf{Z} \)) and Theorem 6.33 (for those \( X_j \) that dominate \( \text{Spec} \mathbf{Z} \)).

It is conjectured that for every arithmetic scheme \( X \), the zeta function \( L_X \) admits a meromorphic continuation to \( C \). This seems, however, to be completely out of reach at the moment. One important case is when \( X \times \mathbf{Z} \mathbf{Q} \) is an elliptic curve, in which case the assertion is known to follow from the famous Taniyama-Shimura conjecture, proved in [Wil], [TW], and [BCDT].
CHAPTER 7

The Grothendieck ring of varieties and Kapranov’s motivic zeta function

In this chapter we give an introduction to the Grothendieck ring of algebraic varieties, and discuss Kapranov’s lifting of the Hasse-Weil zeta function to this Grothendieck ring. One interesting feature is that this makes sense over an arbitrary field. We will prove the rationality of Kapranov’s zeta function for curves by a variant of the argument used Chapter 3 for the Hasse-Weil zeta function. We will end by discussing the results of Larsen and Lunts on Kapranov zeta functions of algebraic surfaces.

7.1. The Grothendieck ring of algebraic varieties

In this section we recall the definition and the basic properties of the Grothendieck ring of algebraic varieties. Let \( k \) be an arbitrary field. The Grothendieck group \( K_0(\text{Var}/k) \) of varieties over \( k \) is the quotient of the free abelian group on the set of isomorphism classes of varieties over \( k \), by relations of the form

\[
\left[ X \right] = \left[ Y \right] + \left[ X \setminus Y \right],
\]

where \( Y \) is a closed subvariety of the variety \( X \) (here \( \left[ X \right] \) denotes the image of the variety \( X \) in \( K_0(\text{Var}/k) \)). Note that the above relation implies \( \left[ \emptyset \right] = 0 \).

In fact, \( K_0(\text{Var}/k) \) is a commutative ring, with the product given by

\[
\left[ X \right] \cdot \left[ Y \right] = \left[ (X \times Y)_{\text{red}} \right],
\]

where the product on the right is understood to be over \( \text{Spec} \, k \). It is clear that this induces a bilinear map \( K_0(\text{Var}/k) \times K_0(\text{Var}/k) \to K_0(\text{Var}/k) \) that is commutative and associative, and has unit \( \text{Spec} \, k \).

The class of \( A_1^k \) in \( K_0(\text{Var}/k) \) is denoted by \( L \). Therefore \( \left[ A_1^k \right] = L^1 \). The usual decomposition \( \mathbb{P}_k^n = \mathbb{P}_k^{n-1} \sqcup A_1^k \) implies by induction on \( n \) that \( \left[ \mathbb{P}_k^n \right] = 1 + L + \ldots + L^n \).

**Proposition 7.1.** Suppose that \( X \) is a variety over \( k \), and we have a decomposition \( X = Y_1 \sqcup \ldots \sqcup Y_r \), where all \( Y_i \) are locally closed subvarieties of \( X \). In this case \( \left[ X \right] = \left[ Y_1 \right] + \ldots + \left[ Y_r \right] \).

**Proof.** We argue by induction on \( \dim(X) \) (the case \( \dim(X) = 0 \) being trivial), and then by induction on the number of irreducible components of \( X \) of maximal dimension. Let \( Z \) be an irreducible component of \( X \) of maximal dimension, and \( \eta_Z \) its generic point. If \( i \) is such that \( \eta_Z \in Y_i \), then \( Z \subseteq Y_i \), and since \( Y_i \) is open in \( Y_i \), it follows that there is an open subset \( U \) of \( X \) contained in \( Y_i \cap Z \) (for example, we may take to be the complement in \( Y_i \cap Z \) of all irreducible components of \( X \) different from \( Z \)). By definition, we have

\[
\left[ Y_i \right] = \left[ U \right] + \left[ Y_i \setminus U \right] \quad \text{and} \quad \left[ X \right] = \left[ U \right] + \left[ X \setminus U \right].
\]
On the other hand, either \( \dim(X \setminus U) < \dim(X) \), or \( \dim(X \setminus U) = \dim(X) \) and \( X \setminus U \) has fewer irreducible components of maximal dimension than \( X \) does. Applying the induction hypothesis to the decomposition \( X \setminus U = (Y_i \setminus U) \sqcup \bigcup_{j \neq i} Y_j \), we have

\[
[X \setminus U] = [Y_i \setminus U] + \sum_{j \neq i} [Y_j].
\] (7.2)

By combining (7.1) and (7.2), we get the formula in the proposition. \( \square \)

Given a variety \( X \) over \( k \), we want to define the class in \( K_0(\text{Var}/k) \) of a constructible subset of \( X \). This is achieved using the following easy lemma.

**Lemma 7.2.** Any constructible subset \( W \) of a variety \( X \) over \( k \) can be written as a finite disjoint union of locally closed subsets.

**Proof.** We prove this by induction on \( d = \dim(W) \), the case \( d = 0 \) being trivial. Let us write \( W = W_1 \cup \ldots \cup W_r \), with all \( W_i \) locally closed, hence \( W = W_1 \cup \ldots \cup W_r \). After replacing each \( W_i \) by its irreducible decomposition, we may assume that all \( W_i \) are irreducible. After renumbering, we may assume that \( W_1, \ldots, W_s \) are the irreducible components of \( W \). Since each \( W_i \) is open in \( W \), the set \( U = \bigcup_{i=1}^s \bigl( W_i \setminus \bigcup_{j \neq i} W_j \bigr) \) is open and dense in \( W \), and it is contained in \( W \). If \( V = W \setminus U \), then \( V \) is constructible, and \( \dim(V) < \dim(W) \), hence by induction we have a decomposition \( V = V_1 \cup \ldots \cup V_s \), with each \( V_i \) locally closed in \( X \). Therefore we have a decomposition \( W = U \cup V_1 \cup \ldots \cup V_s \), as required. \( \square \)

Suppose now that \( X \) is a variety over \( k \), and \( W \) is a constructible subset of \( X \). By the above lemma, there is a disjoint decomposition \( W = W_1 \cup \ldots \cup W_r \), with each \( W_i \) locally closed in \( X \). We put \( [W] := \sum_{i=1}^r [W_i] \).

**Proposition 7.3.** With the above notation, the following hold:

i) The definition of \( [W] \), for \( W \) constructible in \( X \), is independent of the disjoint decomposition.

ii) If \( W_1, \ldots, W_s \) are disjoint constructible subsets of \( X \), and \( W = \bigcup_i W_i \), then \( [W] = \sum_{i=1}^s [W_i] \).

**Proof.** Suppose that we have two decompositions into locally closed subsets

\[ W = W_1 \cup \ldots \cup W_r \quad \text{and} \quad W = W'_1 \cup \ldots \cup W'_s. \]

Let us also consider the decomposition \( W = \bigsqcup_{i,j} (W_i \cap W'_j) \). It follows from Proposition 7.1 that \( [W_i] = \sum_{j=1}^r [W_i \cap W'_j] \) for every \( i \), and \( [W'_j] = \sum_{i=1}^s [W_i \cap W'_j] \) for every \( j \). Therefore

\[
\sum_{i=1}^s [W_i] = \sum_{i=1}^r \sum_{j=1}^s [W_i \cap W'_j] = \sum_{j=1}^s \sum_{i=1}^r [W_i \cap W'_j] = \sum_{j=1}^s [W'_j].
\]

This proves i). The assertion in ii) follows from i): if we consider disjoint unions \( W_i = W_{i,1} \cup \ldots \cup W_{i,m_i} \), for every \( i \), with each \( W_{i,j} \) locally closed in \( X \), then

\[
W = \bigcup_{i,j} W_{i,j}, \quad \text{and} \quad [W] = \sum_{i,j} [W_{i,j}] = \sum_{i} [W_i].
\]

\( \square \)
A morphism \( f : X \to Y \) is piecewise trivial, with fiber \( F \), if there is a decomposition \( Y = Y_1 \sqcup \ldots \sqcup Y_r \), with all \( Y_i \) locally closed in \( Y \), such that \( f^{-1}(Y_i) \cong Y_i \times F \) for all \( i \).

**Proposition 7.4.** If \( f : X \to Y \) is piecewise trivial with fiber \( F \), then \([X] = [Y] \cdot [F] \) in \( K_0(\text{Var}/k) \).

**Proof.** By assumption, there is a decomposition \( Y = Y_1 \sqcup \ldots \sqcup Y_r \) into locally closed subsets such that \([f^{-1}(Y_i)] = [F] \cdot [Y_i] \). By Proposition 7.1 we have \([X] = \sum_i [f^{-1}(Y_i)] \) and \([Y] = \sum_i [Y_i] \), hence we get the assertion in the proposition. \( \square \)

**Example 7.5.** It is clear that if \( E \) is a vector bundle on \( Y \) of rank \( n \), then \( E \to Y \) is piecewise trivial with fiber \( \mathbb{A}^n_k \) and \( \mathbb{P}(E) \to Y \) is piecewise trivial with fiber \( \mathbb{P}^{n-1}_k \). Therefore \([E] = [Y] \cdot L^n \) and \([\mathbb{P}(E)] = [Y](1 + L + \ldots + L^{n-1}) \).

The following lemma is an immediate consequence of the definitions.

**Lemma 7.6.** If \( k'/k \) is a field extension, then we have a ring homomorphism \( K_0(\text{Var}/k) \to K_0(\text{Var}/k') \), that takes \([X] \) to \([X \times_k k']_{\text{red}} \) for every variety \( X \) over \( k \).

An Euler-Poincaré characteristic for varieties over \( k \) is a map \( \chi \) that associates to a variety \( X \) over \( k \) an element \( \chi(X) \) in a group \( A \), such that if \( Y \) is a closed subvariety of \( X \), we have \( \chi(X) = \chi(Y) + \chi(X \setminus Y) \). Note that the map taking \( X \) to \([X] \in K_0(\text{Var}/k) \) is the universal Euler-Poincaré characteristic: every Euler-Poincaré characteristic as above is induced by a unique group homomorphism \( \chi : K_0(\text{Var}/k) \to A \). If \( A \) is a ring, then the Euler-Poincaré characteristic is called multiplicative if \( \chi \) is a ring homomorphism.

**Example 7.7.** If \( k \) is a finite field, then for every finite extension \( K/k \) we have a multiplicative Euler-Poincaré characteristic with values in \( \mathbb{Z} \), that takes \( X \) to \([X(K)] \). One can put all these together in a group homomorphism \( K_0(\text{Var}/k) \to (1 + t\mathbb{Z}[t], \cdot) \), \([X] \to Z(X, t) \).

**Example 7.8.** If \( k = \mathbb{C} \), then we have a multiplicative Euler-Poincaré characteristic that associates to \( X \) the usual Euler-Poincaré characteristic for singular cohomology \( \chi_{\text{top}}(X) = \sum_{i \geq 0} (-1)^i \dim_{\mathbb{Q}} H^i(X^\text{an}, \mathbb{Q}) \) (compare with the more refined invariant in Example 7.13 below). The fact that \( \chi_{\text{top}}(X) \) gives an Euler-Poincaré characteristic is a consequence of the fact that \( \chi_{\text{top}}(X) \) is also equal to the Euler-Poincaré characteristic for compactly supported cohomology \( \chi^c_{\text{top}}(X) := \sum_{i \geq 0} (-1)^i \dim_{\mathbb{Q}} H^i_c(X^\text{an}, \mathbb{Q}) \) (see [Ful2, p. 141-142]). Indeed, if \( Y \) is a closed subvariety of the complex variety \( X \), and \( U = X \setminus Y \), then there is a long exact sequence for cohomology with compact supports

\[
\ldots \to H^i_c(U^\text{an}, \mathbb{Q}) \to H^i_c(X^\text{an}, \mathbb{Q}) \to H^i_c(Y^\text{an}, \mathbb{Q}) \to H^{i+1}_c(U^\text{an}, \mathbb{Q}) \to \ldots,
\]

which implies \( \chi^c_{\text{top}}(X) = \chi^c_{\text{top}}(U) + \chi^c_{\text{top}}(Y) \).

The most convenient way of constructing Euler-Poincaré characteristics when the ground field is algebraically closed of characteristic zero involves a presentation of \( K_0(\text{Var}/k) \) due to Bittner [Bit]. The following lemma is elementary (and we have seen some of its avatars before).
Lemma 7.9. If \( \text{char}(k) = 0 \), then \( K_0(\text{Var}/k) \) is generated by classes of nonsingular, connected, projective varieties over \( k \). More precisely, given any irreducible variety \( X \) of dimension \( n \), there is a nonsingular, irreducible, projective variety \( Y \) that is birational to \( X \) such that \( [X] - [Y] = \sum_{i=1}^{N} m_i [W_i] \), for some smooth, projective, irreducible varieties \( W_i \) of dimension \( < n \), and some \( m_i \in \mathbb{Z} \).

Proof. Note first that the second assertion implies the first. Indeed, it is enough to show by induction on \( n \) that for every \( n \)-dimensional variety \( W \) over \( k \), we have \( [W] \in K'_0 \), where \( K'_0 \) is the subgroup of \( K_0(\text{Var}/k) \) generated by classes of nonsingular, connected, projective varieties. The assertion is clear if \( n = 0 \). For the induction step, given \( W \) with irreducible components \( W_1, \ldots, W_r \), let \( U_i = W_i \setminus \bigcup_{j \neq i} W_j \), and \( U = \bigcup_{i=1}^{r} U_i \). Since \( \dim(W \setminus U) < n \), it follows by induction that \( [W \setminus U] \in K'_0 \), and since \( [U] = \sum_{i=1}^{r} [U_i] \) we see that it is enough to show that every \( [U_i] \) lies in \( K'_0 \). This is a consequence of the second assertion in the lemma.

We now prove the second assertion in the lemma by induction on \( n = \dim(X) \). Let \( X' \) be an irreducible projective variety that is birational to \( X \). By Hironaka’s theorem on resolution of singularities, there is a birational morphism \( f : Y \to X' \), with \( Y \) nonsingular, connected, and projective. Since \( X \) and \( Y \) are birational, we can find isomorphic open subsets \( U \subseteq X \) and \( V \subseteq Y \), so that we have

\[
[X] - [Y] = [X \setminus U] - [Y \setminus V],
\]

and \( \dim(X \setminus V), \dim(Y \setminus U) < n \). Arguing as above, we see that the induction hypothesis implies that both \( [X \setminus U] \) and \( [Y \setminus V] \) can be written as linear combinations of classes of nonsingular, irreducible, projective varieties of dimension \( < n \), with integer coefficients. Using (7.3), we obtain the assertion in the lemma about \( X \).

Bittner’s theorem shows that with respect to the system of generators described in the lemma, the relations are generated by the ones coming from blow-ups with smooth centers.

Theorem 7.10. ([Bit]) Let \( k \) be an algebraically closed field of characteristic zero. The kernel of the natural morphism from the free abelian group on isomorphism classes of smooth, connected, projective varieties over \( k \) to \( K_0(\text{Var}/k) \) is generated by the following elements:

i) \( [\emptyset] \)

ii) \( ([\text{Bl}_Y X] - [E]) - ([X] - [Y]) \),

with \( X \) and \( Y \) smooth, connected, projective varieties, with \( Y \) a subvariety of \( X \), and where \( \text{Bl}_Y X \) is the blow-up of \( X \) along \( Y \), with exceptional divisor \( E \).

We do not give the proof here, but only mention that the main ingredient is the following Weak Factorization Theorem of Abramovich, Karu, Matsuki, and Włodarczyk.

Theorem 7.11. ([AKMW]) If \( k \) is an algebraically closed field of characteristic zero, then every birational map between two smooth projective varieties over \( k \) can be realized as a composition of blow-ups and blow-downs of smooth irreducible centers on smooth projective varieties.

Example 7.12. Let us show that if \( k \) is algebraically closed, of characteristic zero, then there is a (unique) Euler-Poincaré characteristic \( Q \) with values in \( \mathbb{Z}[t] \)
such that for every smooth projective variety $X$, we have

$$Q(X, t) = \sum_{i=0}^{\dim(X)} (-1)^i h^i(X, \mathcal{O}_X)t^i.$$ 

By Theorem 7.10, it is enough to show that if $X$ and $Y$ are smooth, connected, projective varieties, with $Y$ a closed subvariety of $X$, and if $W$ is the blow-up of $X$ along $Y$, with exceptional divisor $E$, then $Q(W, t) - Q(E, t) = Q(X, t) - Q(Y, t)$. If $p: W \to X$ and $q: E \to Y$ are the natural projections, then $R^ip_*(\mathcal{O}_W) = 0$, and $R^iq_*(\mathcal{O}_E) = 0$ for all $i > 0$, while $p_*(\mathcal{O}_W) = \mathcal{O}_X$ and $q_*(\mathcal{O}_E) = \mathcal{O}_Y$. We thus have isomorphisms

$$H^j(X, \mathcal{O}_X) \simeq H^j(W, \mathcal{O}_W), \ H^j(Y, \mathcal{O}_Y) \simeq H^j(E, \mathcal{O}_E)$$

for all $j \geq 0$, which imply $Q(W, t) = Q(X, t)$ and $Q(E, t) = Q(Y, t)$.

**Example 7.13.** A more refined example of an Euler-Poincaré characteristic is given by the Hodge-Deligne polynomial of algebraic varieties. This is an Euler-Poincaré characteristic of varieties over an algebraically closed field that takes values in $\mathbb{Z}[u, v]$, such that for a smooth projective variety $X$, $E(X, u, v)$ is the Hodge polynomial

$$\sum_{p, q=0}^{\dim(X)} (-1)^{p+q} h^{p,q}(X)u^p v^q,$$

where $h^{p,q}(X) = h^q(X, \Omega^p_X)$. Note that with the notation in the previous example, we have $Q(X, t) = E(X, 0, t)$. The original definition of the Hodge-Deligne polynomial (over $\mathbb{C}$) uses the mixed Hodge structure on the singular cohomology with compact supports of complex algebraic varieties. It would be nice to give an elementary argument using Theorem 7.10, as in the previous example.

The polynomial $P_{\text{vir}}(X, t) := E(X, t, t)$ is the virtual Poincaré polynomial of $X$. Note that if $k = \mathbb{C}$, then this polynomial is characterized by the fact that it induces a group homomorphism $K_0(\text{Var}/\mathbb{C}) \to \mathbb{Z}[t]$, and if $X$ is a smooth projective variety, then $P_{\text{vir}}(X, t)$ is the usual Poincaré polynomial of $X$, given by $\sum_{i \geq 0} (-1)^i \dim \Omega^i(X) t^i$ (this is a consequence of the Hodge decomposition for smooth projective varieties). In particular, we see that $P_X(1) = \chi_{\text{top}}(X)$.

**Exercise 7.14.** Use the Künneth formula to show that the Hodge-Deligne polynomial is a multiplicative Euler-Poincaré characteristic.

**Example 7.15.** If $X = \mathbb{P}^1$, then $h^{0,0}(X) = h^{1,1}(X) = 1$ and $h^{1,0}(X) = h^{0,1}(X) = 0$, hence $E(\mathbb{P}^1, u, v) = 1 + uv$, and therefore

$$E(\mathbb{A}^1, u, v) = E(\mathbb{P}^1, u, v) - E(\text{Spec } k, u, v) = uv.$$ 

It follows from the previous exercise that $E(\mathbb{A}^n, u, v) = (uv)^n$.

**Remark 7.16.** Recall that if $X$ is a smooth projective complex variety, then we have the following symmetry of the Hodge numbers: $h^{p,q}(X) = h^{q,p}(X)$. This implies that $E(Y, u, v) = E(Y, v, u)$ for every variety over an algebraically closed field of characteristic zero.

**Exercise 7.17.** Let $k$ be an algebraically closed field of characteristic zero. Show that if $X$ is a variety over $k$, then $E(X, u, v)$ is a polynomial of degree
2\dim(X), and the term of maximal degree is \(m(uv)^{\dim(X)}\), where \(m\) is the number of irreducible components of \(X\) of maximal dimension.

**Exercise 7.18.** Show that if \(X\) and \(Y\) are varieties over a field \(k\) such that \([X] = [Y]\) in \(K_0(\text{Var}/k)\), then \(\dim(X) = \dim(Y)\). Hint: in characteristic zero, one can use the previous exercise; in positive characteristic, reduce to the case \(k = \mathbb{F}_p\), and then use the Lang-Weil estimates (in fact, the characteristic zero case can also be reduced to positive characteristic).

As an application of Bitter's result, we give a proof of a result of Larsen and Lunts [LL2] (see also [Sa]), relating the Grothendieck group of varieties with stable birational geometry.

We keep the assumption that \(k\) is an algebraically closed field of characteristic zero. Recall that two irreducible varieties \(X\) and \(Y\) are stably birational if \(X \times \mathbb{P}^n\) and \(Y \times \mathbb{P}^n\) are birational for some \(m, n \geq 0\).

Let \(\text{SB}/k\) denote the set of stably birational equivalence classes of irreducible algebraic varieties over \(k\). We denote the class of \(X\) in \(\text{SB}/k\) by \((X)\). Note that \(\text{SB}/k\) is a commutative semigroup, with multiplication induced by \((X) \cdot (Y) = (X \times Y)\). Of course, the identity element is \(\text{Spec} \ k\).

Let us consider the semigroup algebra \(\mathbb{Z}[\text{SB}/k]\) associated to the semigroup \(\text{SB}/k\).

**Proposition 7.19.** There is a unique ring homomorphism \(\Phi: K_0(\text{Var}/k) \to \mathbb{Z}[\text{SB}/k]\) such that \(\Phi([X]) = (X)\) for every smooth, connected, projective variety \(X\) over \(k\).

**Proof.** Uniqueness is a consequence of Lemma 7.9. In order to prove the existence of a group homomorphism \(\Phi\) as in the proposition, we apply Theorem 7.10. This shows that it is enough to check that whenever \(X\) and \(Y\) are smooth, connected, projective varieties, with \(Y\) a closed subvariety of \(X\), we have
\[
(\text{Bl}_Y(X)) \cdot (E) = (X) - (Y),
\]
where \(\text{Bl}_Y X\) is the blow-up of \(X\) along \(Y\), and \(E\) is the exceptional divisor. In fact, we have \((X) = (\text{Bl}_Y(X))\) since \(X\) and \(\text{Bl}_Y(X)\) are birational, and \((Y) = (E)\), since \(E\) is birational to \(Y \times \mathbb{P}^r_{\ k}^{-1}\), where \(r = \text{codim}_X(Y)\).

In order to check that \(\Phi\) is a ring homomorphism, it is enough to show that \(\Phi(uv) = \Phi(u)\Phi(v)\), where \(u\) and \(v\) vary over a system of group generators of \(K_0(\text{Var}/k)\). By Lemma 7.9, we may take this system to consist of classes of smooth, connected, projective varieties, in which case the assertion is clear.

Since \((\mathbb{P}^r_\ k) = (\text{Spec} \ k)\), it follows that \(\Phi(\mathbb{L}) = 0\), hence \(\Phi\) induces a ring homomorphism
\[
\overline{\Phi}: K_0(\text{Var}/k)/\langle \mathbb{L} \rangle \to \mathbb{Z}[\text{SB}].
\]

**Theorem 7.20.** ([LL2]) The above ring homomorphism \(\overline{\Phi}\) is an isomorphism.

**Proof.** The key point is to show that we can define a map
\[
\text{SB}/k \to K_0(\text{Var}/k)/\langle \mathbb{L} \rangle
\]
such that whenever \(X\) is a smooth, connected, projective variety, \((X)\) is mapped to \([X]\) mod \(\langle \mathbb{L} \rangle\). Note first that by Hironaka’s theorem on resolution of singularities, for every irreducible variety \(Y\) over \(k\), there is a nonsingular, irreducible, projective variety \(X\) that is isomorphic to \(Y\). In particular \((X) = (Y)\). We claim that if
\[ X_1 \text{ and } X_2 \text{ are stably birational nonsingular, irreducible, projective varieties, then } [X] - [Y] \in (L). \]

Suppose that \( X_1 \times \mathbb{P}^n \) and \( X_2 \times \mathbb{P}^n \) are birational. It follows from Theorem 7.11 that \( X_1 \times \mathbb{P}^n \) and \( X_2 \times \mathbb{P}^n \) are connected by a chain of blow-ups and blow-downs with smooth centers. Note that

\[ [X_1] - [X_1 \times \mathbb{P}^n] = -[X_1] \cdot L(1 + L + \ldots + L^{n-1}) \in (L). \]

Similarly, we have \([X_2] - [X_2 \times \mathbb{P}^n] \in (L)\). Therefore in order to prove our claim, it is enough to show the following: if \( Z \) and \( W \) are smooth, connected, projective varieties, with \( Z \) a closed subvariety of \( W \), then \([\text{Bl}_Z W] - [W] \in (L)\), where \( \text{Bl}_Z W \) is the blow-up of \( W \) along \( Z \). Let \( r = \text{codim}_W(Z) \), and let \( E \) be the exceptional divisor, so \( E \simeq \mathbb{P}(N) \), where \( N \) is the normal bundle of \( Z \) in \( W \). Our assertion now follows from

\[ [\text{Bl}_Z(W)] - [W] = [E] - [Z] = [E \cdot \mathbb{P}^{r-1}] - [E] = [E] \cdot L(1 + L + \ldots + L^{r-2}). \]

We thus get a group homomorphism \( \Psi: \mathbb{Z}[\text{SB}/k] \to K_0(\text{Var}/k)/(L) \) such that \( \Psi([X]) = [X] \mod (L) \) for every smooth, connected, projective variety \( X \). It is clear that \( \overline{\Psi} \) and \( \Psi \) are inverse maps, which proves the theorem. \( \square \)

We end this section by mentioning the following result of Poonen [Po]:

**Theorem 7.21.** If \( k \) is a field of characteristic zero, then \( K_0(\text{Var}/k) \) is not a domain.

**Sketch of proof.** Let \( \overline{k} \) denote an algebraic closure of \( k \). We denote by \( \text{AV}/\overline{k} \) the semigroup of isomorphism classes of abelian varieties over \( \overline{k} \) (with the product given again by Cartesian product). Note that we have a morphism of semigroups \( \text{SB}/\overline{k} \to \text{AB}/\overline{k} \), that takes \( (X) \) to \( \text{Alb}(X) \) for every smooth, connected, projective variety \( X \) over \( \overline{k} \), where \( \text{Alb}(X) \) is the Albanese variety of \( X \). Indeed, arguing as in the proof of Theorem 7.20, we see that it is enough to show that \( \text{Alb}(X) = \text{Alb}(X \times \mathbb{P}^n) \) and \( \text{Alb}(X') = \text{Alb}(X) \) if \( X' \to X \) is the blow-up of the smooth, connected, projective variety \( X \) along a smooth closed subvariety. Both assertions follow from the fact that any rational map \( \mathbb{P}^n \dashrightarrow A \), where \( A \) is an abelian variety, is constant. Therefore we have ring homomorphisms

\[ K_0(\text{Var}/k) \to K_0(\text{Var}/\overline{k}) \to \mathbb{Z}[\text{SB}/\overline{k}] \to \mathbb{Z}[\text{AV}/\overline{k}]. \]

The technical result in [Po] says that there are abelian varieties \( A \) and \( B \) over \( k \) such that \( A \times A \simeq B \times B \), but \( A_{\overline{k}} \not\simeq B_{\overline{k}} \). In this case \( ([A] - [B])([A] + [B]) = 0 \) in \( K_0(\text{Var}/k) \). However, both \([A] - [B]\) and \([A] + [B]\) are nonzero in \( K_0(\text{Var}/k) \), since their images in \( \mathbb{Z}[\text{AV}/\overline{k}] \) are nonzero. Hence \( K_0(\text{Var}/k) \) is not a domain. \( \square \)

**Remark 7.22.** Note that the zero-divisors constructed in the proof of the above theorem are nonzero in \( K_0(\text{Var}/\overline{k})/(L) \). This suggests that the localized Grothendieck ring \( K_0(\text{Var}/k)[L^{-1}] \) might still be a domain, but this is an open question.

### 7.2. Symmetric product and Kapranov’s motivic zeta function

We begin by recalling the definition of the symmetric products of an algebraic variety. For simplicity we work over a perfect field \( k \). Let \( X \) be a quasiprojective variety over \( k \). For every \( n \geq 1 \), we have a natural action of the symmetric group \( S_n \) on the product \( X^n \). Since \( X^n \) is again quasiprojective, by the results in A.1,
we may construct the quotient by the action of $S_n$. This is the symmetric product $\text{Sym}^n(X)$. We make the convention that $\text{Sym}^0(X)$ is $\text{Spec} \, k$. Note that since $k$ is perfect, $X^n$ is reduced, hence $\text{Sym}^n(X)$ is reduced too.

**Example 7.23.** For every $n \geq 1$, there is an isomorphism $\text{Sym}^n(A^1_k) \simeq A^n_k$. Indeed, the ring of symmetric polynomials $k[x_1, \ldots, x_n]^{S_n} \subseteq k[x_1, \ldots, x_n]$ is generated as a $k$-algebra by the elementary symmetric functions $e_1, \ldots, e_n$. Note that since $\dim(k[x_1, \ldots, x_n]^{S_n}) = n$, the polynomials $e_1, \ldots, e_n$ are algebraically independent over $k$, hence $\text{Sym}^n(A^1_k) \simeq A^n_k$.

**Remark 7.24.** Note that by Remark 1.5, for every field extension $K/k$ (say, with $K$ perfect), we have $\text{Sym}^n(X) \times_k K \simeq \text{Sym}^n(X \times_k K)$. In particular, if $K$ is algebraically closed, then $\text{Sym}^n(X)(K)$ is in bijection with the set of effective zero-cycles on $X \times_k K$ of degree $n$.

In order to define Kapranov’s motivic zeta function [Kap], we need some preparations. We will work with the quotient $\tilde{K}_0(\text{Var}/k)$ of $K_0(\text{Var}/k)$ by the subgroup generated by the relations $[X] - [Y]$, where we have a radicial surjective morphism $X \to Y$ of varieties over $k$. See A.3 for a review of radicial morphisms. Note that in fact $\tilde{K}_0(\text{Var}/k)$ is a quotient ring of $K_0(\text{Var}/k)$: this follows from the fact that if $f : X \to Y$ is surjective and radicial, then for every variety $Z$, the morphism $f \times \text{Id}_Z : X \times Z \to Y \times Z$ is surjective and radicial (since $f \times \text{Id}_Z$ is the base-change of $f$ with respect to the projection $Y \times Z \to Y$).

**Proposition 7.25.** If $\text{char}(k) = 0$, then the canonical morphism $K_0(\text{Var}/k) \to \tilde{K}_0(\text{Var}/k)$ is an isomorphism.

**Proof.** This is a consequence of the fact that if $\text{char}(k) = 0$ and $f : X \to Y$ is radicial and surjective, then $f$ is a piecewise isomorphism (see Proposition A.24), hence $[X] = [Y]$ in $K_0(\text{Var}/k)$. □

**Proposition 7.26.** If $k = \mathbb{F}_q$ is a finite field, then the ring homomorphism $K_0(\text{Var}/k) \to \mathbb{Z}$ given by $[X] \to [X(\mathbb{F}_q)]$ factors through $\tilde{K}_0(\text{Var}/k)$.

**Proof.** We need to show that if $f : X \to Y$ is a radicial, surjective morphism of varieties over $\mathbb{F}_q$, then $[X(\mathbb{F}_q)] = [Y(\mathbb{F}_q)]$. This is a consequence of the fact that $f$ gives a bijection between the closed points of $X$ and $Y$, such that for every $x \in X_{ct}$ we have $k(f(x)) = k(x)$ (for this it is enough to note that $k(f(x))$ is a finite field, hence perfect, and therefore it has no nontrivial purely inseparable extensions). □

The next proposition shows that the Grothendieck group of varieties over $k$ can be described in terms of quasiprojective varieties. Let $K_0^{\text{qpr}}(\text{Var}/k)$ be the quotient of the free abelian group on the set of isomorphism classes of quasiprojective varieties over $k$, modulo the relations $[X] = [Y] + [X \setminus Y]$,

where $X$ is a quasiprojective variety and $Y$ is a closed subvariety of $X$. It is clear that we have a group homomorphism $\Phi : K_0^{\text{qpr}}(\text{Var}/k) \to K_0(\text{Var}/k)$, such that $\Phi([X]) = [X]$. We similarly define $\tilde{K}_0^{\text{qpr}}(\text{Var}/k)$ as the quotient of $K_0^{\text{qpr}}(\text{Var}/k)$ by the relations $[X] - [Y]$, where we have a surjective, radicial morphism of quasiprojective varieties $f : X \to Y$. We have a corresponding group homomorphism $\tilde{\Phi} : \tilde{K}_0^{\text{qpr}}(\text{Var}/k) \to \tilde{K}_0(\text{Var}/k)$.
Proposition 7.27. Both \( \Phi \) and \( \tilde{\Phi} \) are isomorphisms.

Proof. Let us define an inverse homomorphism \( \Psi : K_0(\text{Var}/k) \to K_0^{\qpr}(\text{Var}/k) \). Given a variety \( X \) over \( k \), we consider a disjoint decomposition \( X = V_1 \sqcup \ldots \sqcup V_r \), where each \( V_i \) is quasiprojective and locally closed in \( X \) (for example, we may even take the \( V_i \) to be affine). In this case, we define \( \Psi([X]) = \sum_{i=1}^r [V_i] \in K_0^{\qpr}(\text{Var}/k) \).

We need to show that the definition is independent of the decomposition we choose. Suppose that \( X = W_1 \sqcup \ldots \sqcup W_s \) is another such decomposition. We get a corresponding decomposition \( X = \bigsqcup_{i,j} (V_i \sqcup W_j) \). We have an obvious analogue of Proposition 7.1 for \( K_0^{\qpr}(\text{Var}/k) \), hence

\[
[V_i] = \sum_{j=1}^s [V_i \cap W_j] \quad \text{and} \quad [W_j] = \sum_{i=1}^r [V_i \cap W_j] \quad \text{in} \quad K_0^{\qpr}(\text{Var}/k).
\]

This gives the following equalities in \( K_0^{\qpr}(\text{Var}/k) \):

\[
\sum_{i=1}^r [V_i] = \sum_{i=1}^r \sum_{j=1}^s [V_i \cap W_j] = \sum_{j=1}^s \sum_{i=1}^r [V_i \cap W_j] = \sum_{j=1}^s [W_j].
\]

Therefore \( \Psi([X]) \) is well-defined.

Suppose now that \( Y \) is a closed subvariety of \( X \), and consider a decomposition \( X = V_1 \cupdot \ldots \cupdot V_r \) for \( X \) as above. If \( U = X \setminus Y \), we get corresponding decompositions

\[
Y = \bigsqcup_{i=1}^r (V_i \cap Y), \quad U = \bigsqcup_{i=1}^r (V_i \cap U),
\]

from which we get that \( \Psi([X]) = \Psi([Y]) + \Psi([U]) \). Therefore \( \Psi \) gives a group homomorphism \( K_0(\text{Var}/k) \to K_0^{\qpr}(\text{Var}/k) \), and it is clear that \( \Phi \) and \( \Psi \) are inverse to each other.

In order to show that \( \Psi \) induces an inverse to \( \Phi \), it is enough to show that if \( f : X \to Y \) is a surjective, radical morphism, then there is a disjoint decomposition \( Y = V_1 \cupdot \ldots \cupdot V_r \) such that all \( V_i \) and \( f^{-1}(V_i) \) are quasiprojective (note that each \( f^{-1}(V_i) \to V_i \) is automatically radical and surjective). Arguing by Noetherian induction, it is enough to show that there is an affine open subset \( V \subseteq Y \) such that \( f^{-1}(V) \) is affine. If \( Y_1, \ldots, Y_m \) are the irreducible components of \( Y \), we may replace \( Y \) by \( Y_1 \setminus \bigcup_{i \geq 2} Y_i \), and therefore assume that \( Y \) is irreducible. Since \( f \) is bijective, there is only one irreducible component of \( X \) that dominates \( Y \), hence after restricting to a suitable open subset of \( Y \), we may assume that both \( X \) and \( Y \) are irreducible. In this case there is an open subset \( V \subseteq Y \) such that \( f^{-1}(V)_{\text{red}} \to V_{\text{red}} \) is a finite morphism (see [Har, Exercise II.3.7]). We may assume that \( V \) is affine, in case \( f^{-1}(V)_{\text{red}} \) is affine, hence \( f^{-1}(V) \) is affine by [Har, Exercise III.3.1]. This completes the proof of the proposition. \( \square \)

For every quasiprojective variety over \( X \), the Kapranov zeta function of \( X \) is

\[
Z_{\text{mot}}(X, t) = \sum_{n \geq 0} [\text{Sym}^n(X)] t^n \in 1 + t \cdot K_0(\text{Var}/k)[t].
\]

Proposition 7.28. The map \([X] \to Z_{\text{mot}}(X, t)\), for \( X \) quasiprojective, defines a group homomorphism

\[
K_0(\text{Var}/k) \to (1 + t K_0(\text{Var}/k)[t], \cdot),
\]

which factors through \( \tilde{K}_0(\text{Var}/k) \).
The key ingredient is provided by the following lemma.

**Lemma 7.29.** If $X$ is a quasiprojective variety, and $Y \rightarrow X$ is a closed subvariety with complement $U$, then

$$[\text{Sym}^n(X)] = \sum_{i+j=n} [\text{Sym}^i(Y)] \cdot [\text{Sym}^j(U)] \text{ in } K_0(\text{Var}/k).$$

**Proof.** For nonnegative $i$ and $j$ with $i + j = n$, we denote by $W^{i,j}$ the locally closed subset of $X^n$ given by $\bigcup_{g \in S_n} (Y^i \times U^j)g$. The $W^{i,j}$ give a disjoint decomposition of $X^n$ by locally closed subvarieties preserved by the $S_n$-action (in order to show that these sets are disjoint and cover $X^n$, it is enough to consider the $k$-rational points, where $k$ is an algebraic closure of $k$). If $\pi: X^n \rightarrow \text{Sym}^n(X)$ is the quotient morphism, it follows that the locally closed subvarieties $\pi(W^{i,j})$ give a disjoint decomposition of $\text{Sym}^n(X)$ in locally closed subsets, hence

$$(7.4) \quad [\text{Sym}^n(X)] = \sum_{i+j=n} [\pi(W^{i,j})] \text{ in } K_0(\text{Var}/k).$$

For every pair $(i, j)$ as above, consider the open subset $Y^i \times U^j$ of $W^{i,j}$. For every $g, h \in S_n$, the subsets $(Y^i \times U^j)g$ and $(Y^i \times U^j)h$ of $W^{i,j}$ are either equal, or disjoint. Note also that the subgroup $H$ consisting of all $g \in G$ such that $(Y^i \times U^j)g = Y^i \times U^j$ is equal to $S_i \times S_j \subseteq S_n$. We may therefore apply Propositions A.8 and A.7 to conclude that we have an isomorphism

$$W^{i,j}/S_n \simeq \text{Sym}^i(Y) \times \text{Sym}^j(U).$$

On the other hand, Proposition A.25 implies that the induced morphism $W^{i,j}/S_n \rightarrow \pi(W^{i,j})$ is radical and surjective, hence

$$[\pi(W^{i,j})] = [(W^{i,j}/S_n)] = [\text{Sym}^i(Y)] \cdot [\text{Sym}^j(U)] \text{ in } K_0(\text{Var}/k).$$

Using this and (7.4), we obtain the statement in the lemma. \qed

**Proof of Proposition 7.28.** It follows from the lemma that if $X$ is a quasiprojective variety, $Y$ is a closed subvariety of $X$, and $U = X \setminus Y$, then

$$Z_{\text{mot}}(X, t) = \sum_{n \geq 0} [\text{Sym}^n(X)] t^n = \sum_{n \geq 0} \sum_{i+j=n} [\text{Sym}^i(Y)] \cdot [\text{Sym}^j(U)] t^{i+j} = Z_{\text{mot}}(Y, t) \cdot Z_{\text{mot}}(U, t).$$

In light of Proposition 7.27, this proves the first assertion in the proposition. For the second assertion, it is enough to show that if $f: X \rightarrow Y$ is a surjective, radical morphism of varieties over $k$, then the induced morphism $\text{Sym}^n(f): \text{Sym}^n(X) \rightarrow \text{Sym}^n(Y)$ is radical and surjective for every $n \geq 1$. It is easy to see that the surjectivity of $f$ implies that $X^n \rightarrow Y^n$ is surjective, and since $Y^n \rightarrow \text{Sym}^n(Y)$ is surjective, we deduce that $\text{Sym}^n(f)$ is surjective. In order to show that $\text{Sym}^n(f)$ is radical, it is enough to prove the injectivity of

$$Z_{\text{mot}}(Y, t) \cdot Z_{\text{mot}}(U, t).$$

for every algebraically closed extension $K$ of $k$. Using Remark 7.24, we may identify $\text{Hom}(\text{Spec } K, \text{Sym}^n(X))$ with the quotient of $X(K)^n$ by the action of $S_n$. A similar description holds for $\text{Hom}(\text{Spec } K, \text{Sym}^n(Y))$, and the injectivity of $X(K) \rightarrow Y(K)$ implies the injectivity of (7.5). This completes the proof of the proposition. \qed
Remark 7.30. If $X$ is not necessarily perfect, then we may still define the motivic zeta function of a quasiprojective variety $X$ by considering the reduced scheme corresponding to $X^n/S_n$. All results in this section carry through in that setting. We preferred to make the assumption that $k$ is perfect in order to simplify the exposition, since we are mostly interested in the case when $k$ is either a finite field, or it has characteristic zero.

As a consequence of Proposition 7.28, we can define $Z_{\mot}(X,t)$ for a variety over $k$ that is not necessarily quasiprojective. Indeed, we just apply the morphism in that proposition to $[X] \in K_0(\Var/k)$.

As we have seen in Proposition 7.26, when $k = \mathbb{F}_q$ is a finite field, we have a specialization map $K_0(\Var/k) \to \mathbb{Z}$ given by counting the number of $\mathbb{F}_q$-rational points. The following proposition shows that if we apply this specialization to Kapranov’s motivic zeta function, we recover the Hasse-Weil zeta function.

Proposition 7.31. If $k$ is a finite field, and $X$ is a variety over $k$, then the image of $Z_{\mot}(X,t)$ in $1 + t\mathbb{Z}[t]$ is equal to $Z(X,t)$.

Proof. We may clearly assume that $X$ is quasiprojective. By Remark 2.9, it is enough to show that for every $n \geq 1$, the number of effective 0-cycles on $X$ of degree $n$ is equal to $[\Sym^n(X)(k)]$. We have $\Sym^n(X) \cong \Sym^n(X_\bar{k})$ by Remark 7.24. Note that if $g \in G = G(\bar{k}/k)$ acts on $X_{\bar{k}}$ by $\sigma$, then $g$ acts on $\Sym^n(X)_{\bar{k}}$ by $\Sym^n(\sigma)$. We can identify $\Sym^n(X)$ with the points of $\Sym^n(X)(\bar{k}) = X(\bar{k})^n/S_n$ that are fixed by all $g \in G$. An element of $X(\bar{k})^n/S_n$ corresponds to an effective 0-cycle of degree $n$ on $X_{\bar{k}}$, and this is fixed by every $g \in G$ if and only if it corresponds to an effective cycle of degree $n$ on $X$ (see Proposition A.15). This completes the proof of the proposition.

Proposition 7.32. If $X$ is a variety over $k$, then $Z_{\mot}(X \times \mathbb{A}^n_k, t) = Z_{\mot}(X, L^n t)$, where $L = [\mathbb{A}^1_k]$.

Proof. We only sketch the argument, which is due to Totaro [Göt1, Lemma 4.4]. It is enough to prove the assertion when $X$ is quasiprojective. Arguing by induction on $n$, it follows that it is enough to prove the case $n = 1$. We need to show that for every $n \geq 1$, we have $[\Sym^n(X \times \mathbb{A}^1_k)] = [\Sym^n(X)] \cdot L^n$ in $K_0(\Var/k)$.

We start by describing a general decomposition into locally closed subsets of $\Sym^n(X)$. For every $r \geq 1$, we denote by $(X^r)^\circ$ the complement in $X^r$ of the union of the (big) diagonals (when $r = 1$, this is simply $X$). Given positive integers $d_1, \ldots, d_r$ with $d_1 \leq \cdots \leq d_r$ and $\sum_{i=1}^r d_i = n$, consider the locally closed embedding $(X^r)^\circ \hookrightarrow X^n$ given by $\Delta_{d_1} \times \cdots \times \Delta_{d_r}$, where $\Delta_i : X \to X^i$ is the diagonal embedding. We denote the image of $(X^r)^\circ$ by $X_{d_1,\ldots,d_r}$. It is clear that for every $\sigma, \tau \in S_n$, the subsets $X_{d_1,\ldots,d_r,\sigma}$ and $X_{d_1,\ldots,d_r,\tau}$ are either disjoint, or equal. We may thus apply Propositions A.8 and A.25 to deduce that if $H = \{g \in G \mid X_{d_1,\ldots,d_r}g = X_{d_1,\ldots,d_r}\}$, then $X_{d_1,\ldots,d_r}/H$ has a radicial morphism onto its image in $\Sym^n(X)$, that we denote by $\bar{X}_{d_1,\ldots,d_r}$. It is clear that when we consider all tuples $(d_1, \ldots, d_r)$ as above, the $\bar{X}_{d_1,\ldots,d_r}$ give a partition of $\Sym^n(X)$ into locally closed subsets (consider, for example, the $\bar{k}$-valued points, where $\bar{k}$ is an algebraic closure of $k$).

Suppose that $m_1 < m_2 < \ldots < m_s$ are such that the first $\ell_1$ of the $d_i$ are equal to $m_1$, the next $\ell_2$ of the $d_i$ are equal to $m_2$, and so on. In this case $H = H_1 \times H_2$,
where $H_1 = \prod_{i=1}^r S_{d_i}$ and $H_2 = \prod_{j=1}^s S_{f_j}$. Each $S_{d_i}$ acts by permuting the entries of $X^n$ in the slots $d_1 + \ldots + d_{i-1} + 1, \ldots, d_1 + \ldots + d_i$, while $S_{f_j}$ permutes the $e_j$ sets of $m_j$ entries of $X^n$. Note that $H_1$ acts trivially on $X_{d_1, \ldots, d_r}$, hence $X_{d_1, \ldots, d_r}/H = X_{d_1, \ldots, d_r}/H_2$.

We now consider the inverse image $W_{d_1, \ldots, d_r} = X_{d_1, \ldots, d_r} \times A_k^n$ of $X_{d_1, \ldots, d_r}$. In $(X \times A_k^n)^n$, as well as its image $W_{d_1, \ldots, d_r}$ in $\text{Sym}^n(X \times A_k^n)$. As above, we have a surjective, radical morphism $W_{d_1, \ldots, d_r}/H \to \tilde{W}_{d_1, \ldots, d_r}$. In order to complete the proof of the proposition, it is enough to show that $[W_{d_1, \ldots, d_r}/H] = [(X_{d_1, \ldots, d_r}/H) \times A_k^n]$ in $K_0(\text{Var}/k)$.

It follows from Proposition A.10 that $W_{d_1, \ldots, d_r}/H \simeq (W_{d_1, \ldots, d_r}/H_1)/H_2$. On the other hand, Proposition A.7 and Example 7.23 give an isomorphism $W_{d_1, \ldots, d_r}/H_1 \simeq X_{d_1, \ldots, d_r} \times \prod_{i=1}^r A_k^{d_i} = X_{d_1, \ldots, d_r} \times \prod_{i=1}^r (A_k^{m_i})^{e_i} = X_{d_1, \ldots, d_r} \times A_k^n$. One can show that since $H_2$ acts without fixed points on $X_{d_1, \ldots, d_r}$, the projection $\pi: X_{d_1, \ldots, d_r} \to X_{d_1, \ldots, d_r}/H_2$ is étale, and we have a Cartesian diagram

$$
\begin{array}{ccc}
X_{d_1, \ldots, d_r} \times A_k^n & \longrightarrow & (W_{d_1, \ldots, d_r}/H_1)/H_2 \\
\downarrow & & \downarrow \phi \\
X_{d_1, \ldots, d_r} & \longrightarrow & X_{d_1, \ldots, d_r}/H_2.
\end{array}
$$

One can show using this that $\phi$ has a structure of rank $n$ vector bundle locally trivial in the étale topology, and by Hilbert’s Theorem 90 [Se2, p. 1.24], this is locally trivial also in the Zariski topology. This gives $[W_{d_1, \ldots, d_r}/H] = [X_{d_1, \ldots, d_r}/H_2] \cdot L^n$ in $K_0(\text{Var}/k)$.

### 7.3. Rationality of the Kapranov zeta function for curves

Our goal in this section is to prove a result of Kapranov [Kap], extending the rationality of the Hasse-Weil zeta function for smooth, geometrically connected, projective curves defined over finite fields to motivic zeta functions.

Since the Kapranov zeta function does not have coefficients in a field, there are (at least) two possible notions of rationality that can be considered. If $R$ is a commutative ring and $f \in R[t]$, we say that $f$ is rational if there are polynomials $u, v \in R[t]$, with $v$ invertible in $R[t]$ such that $f(t) = \frac{u(t)}{v(t)}$. We say that $f$ is pointwise rational if for every morphism $R \to K$, where $K$ is a field, the image of $f$ in $K[t]$ is rational. It is clear that a rational formal power series is also pointwise rational. The formal power series we will consider satisfy $f(0) = 1$, hence the image in every $K[t]$ as above is nonzero. Of course, when $R$ is a field, then the two notions of rationality coincide.

**Theorem 7.33.** Let $k$ be a perfect field. If $X$ is a smooth, geometrically connected, projective curve of genus $g$ over $k$ which has a $k$-rational point, then $Z_{\text{mot}}(X, t)$ is a rational function. Moreover, we have

$$
Z_{\text{mot}}(X, t) = \frac{f(t)}{(1-t)(1-L t)},
$$

for a polynomial $f$ of degree $\leq 2g$ with coefficients in $K_0(\text{Var}/k)$.

**Proof.** The existence of a $k$-rational point on $X$ implies that the Picard variety of $X$ represents the Picard functor, suitably rigidified. More precisely, if $x_0 \in X(k)$,
then Pic\(^d\)(X) represents the contravariant functor that associates to a scheme S over \(k\) the set of line bundles \(\mathcal{L} \in \text{Pic}(S \times X)\) which have degree \(d\) on the fibers over \(S\) and such that \(\mathcal{L}|_{S \times \{s_0\}}\) is trivial. This representability implies that the usual properties of the Picard variety, familiar over an algebraically closed field, extend to our setting.

In particular, recall that for every \(d \geq 0\) we have a morphism \(\text{Sym}^d(X) \to \text{Pic}^d(X)\). This can be defined using the universal property of \(\text{Pic}^d(X)\), but let us describe it at the level of \(\overline{k}\)-valued points, where \(\overline{k}\) is an algebraic closure of \(k\). A \(\overline{k}\)-valued point of \(\text{Sym}^d(X)\) corresponds to an effective divisor \(D\) on \(X_{\overline{k}}\) of degree \(d\). On the other hand, a \(\overline{k}\)-valued point of \(\text{Pic}^d(X)\) corresponds to a line bundle on \(X_{\overline{k}}\) of degree \(d\), and the above map takes \(D\) to \(\mathcal{O}_X(D)\). If \(d \geq 2g - 1\), then the fiber of \(\text{Sym}^d(X)_{\overline{k}} \to \text{Pic}^d(X)_{\overline{k}}\) over \(L\) is naturally isomorphic to the linear system \(|L| \simeq P^d_{\overline{k}}\). In fact, there is an isomorphism\(^1\) \(\text{Sym}^d(X) \simeq \text{P}(E)\), where \(E\) is a vector bundle on \(\text{Pic}^d(X)\) of rank \(d - g + 1\).

Since we assume that \(X(k) \neq \emptyset\), it follows that there are line bundles of degree 1 on \(X\). Therefore we have an isomorphism \(\text{Pic}^d(X) \simeq \text{Pic}^0(X)\) for every \(d\). It follows from definition and the above discussion that

\[
Z_{\text{mot}}(X, t) = \sum_{d \geq 0} \text{[Sym}^d(X)] t^d = \sum_{0 \leq d \leq 2g - 2} [\text{Sym}^d(X)] t^d + \sum_{d \geq \min(2g - 1, 0)} [\text{Pic}^0(X)] \cdot [P^d_{\overline{k}} - g] t^d.
\]

We write the rest of the argument for \(g \geq 1\) and leave it for the reader to treat the (trivial) case \(g = 0\). It follows from the above formula and an easy computation that

\[
Z_{\text{mot}}(X, t) = \sum_{0 \leq d \leq 2g - 2} [\text{Sym}^d(X)] t^d + [\text{Pic}^0(X)] \cdot \sum_{d \geq 2g - 1} \frac{L^{d-g+1} - 1}{L - 1} t^d
\]

\[
= \sum_{0 \leq d \leq 2g - 2} [\text{Sym}^d(X)] t^d + \frac{1}{(1 - t)(1 - L t)} \left( t^{2g-1} \frac{L^2 - 1}{L - 1} - t^{2g} \frac{L^{g-1} - L}{L - 1} \right),
\]

which implies the statement in the theorem.

### 7.4. Kapranov zeta function of complex surfaces

In this section we assume that \(k\) is an algebraically closed field, and consider the rationality of \(Z_{\text{mot}}(X, t)\) when \(\text{dim}(X) = 2\), following [LL1] and [LL2].

**Proposition 7.34.** If \(X\) is a variety over \(k\) with \(\text{dim}(X) \leq 1\), then \(Z_{\text{mot}}(X, t)\) is rational.

**Proof.** The assertion is clearly true when \(X\) is a point, since

\[
Z(\text{Spec } k, t) = \sum_{n \geq 0} t^n = \frac{1}{1 - t},
\]

and for a smooth, connected, projective curve it follows from Theorem 7.33. It is easy to deduce the general case in the proposition by taking closures of affine

---

\(^1\)The existence of this isomorphism is crucial for the rest of the argument. In a previous version of these notes, one did not assume that \(X\) has a rational point. I am indebted to Daniel Litt who pointed out that without this assumption, it might not be the case that \(\text{Sym}^d(X)\) is a projective bundle over \(\text{Pic}^d(X)\). It is an interesting question whether the rationality assumption in the theorem also holds when \(X(k) = \emptyset\).
curves in suitable projective spaces, and normalizations of irreducible projective
curves. Since we have already given several such arguments, we leave the details as
an exercise for the reader.

Given a variety $X$ of dimension 2, we consider a decomposition of $X = X_1 \cup \ldots \cup X_r$, with each $X_i$ irreducible and quasiprojective. Since $Z_{\text{mot}}(X, t) = \prod_{i=1}^r Z_{\text{mot}}(X_i, t)$, we reduce studying the rationality or pointwise rationality of $Z_{\text{mot}}(X, t)$ to that of all $Z_{\text{mot}}(X_i, t)$.

**Proposition 7.35.** If $X$ and $Y$ are birational irreducible varieties over $k$
of dimension two, then $Z_{\text{mot}}(X, t)$ is rational (pointwise rational) if and only if $Z_{\text{mot}}(Y, t)$ has the same property.

**Proof.** By assumption, there are isomorphic open subsets $U \subseteq X$ and $V \subseteq Y$. We thus have

$$Z_{\text{mot}}(X, t) = Z_{\text{mot}}(Y, t) \frac{Z_{\text{mot}}(X \setminus U, t)}{Z_{\text{mot}}(Y \setminus V, t)},$$

and both $Z_{\text{mot}}(X \setminus U, t)$ and $Z_{\text{mot}}(Y \setminus V, t)$ are rational by Proposition 7.34. Therefore $Z_{\text{mot}}(X, t)$ is rational (pointwise rational) if and only if $Z_{\text{mot}}(Y, t)$ is. □

If $X$ is an arbitrary irreducible surface, there is a smooth, connected, projective
surface $Y$ such that $X$ is birational to $Y$. Indeed, resolution of singularities for
surfaces holds over fields of arbitrary characteristic.

Therefore from now on we concentrate on smooth, connected, projective surfaces. Let $X$ be such a surface. We start by recalling a fundamental result from
classification of surfaces. We refer to [Beau] for the case of complex surfaces, and to [Bad] for the general case. Recall that the Kodaira dimension of $X$ is said to be
negative if $H^0(X, \mathcal{O}(mK_X)) = 0$ for all $m \geq 1$. This is a birational property of $X$. Given any $X$, there is a morphism $\pi: X \to Y$ that is a composition of blow-ups of
points on smooth surfaces such that $Y$ is minimal, that is, it admits no birational
morphism $Y \to Z$, where $Z$ is a smooth surface. By Castelnuovo’s criterion for
contractibility, this is the case if and only if $Y$ contains no smooth curve $C \simeq \mathbb{P}^1$
with $(C^2) = -1$. A fundamental result in the classification of surfaces says that if $X$
(hence also $Y$) has negative Kodaira dimension, then $Y$ is birational to $C \times \mathbb{P}^1$, for some smooth curve $C$.

**Proposition 7.36.** If $X$ is a smooth, connected, projective surface of negative
Kodaira dimension, then $Z_{\text{mot}}(X, t)$ is a rational power series.

**Proof.** It follows from the above discussion that $X$ is birational to $C \times \mathbb{P}^1$ for a
smooth curve $C$, hence by Proposition 7.35 it is enough to show that $Z_{\text{mot}}(C \times \mathbb{A}^1, t)$ is rational. This follows from Proposition 7.34, since $Z_{\text{mot}}(C \times \mathbb{A}^1, t) = Z_{\text{mot}}(C, \mathbf{L}t)$ by Proposition 7.32.

The following theorem, the main result of [LL1], gives the converse in the case of complex surfaces.

**Theorem 7.37.** If $X$ is a smooth, connected, projective complex surface such
that $Z_{\text{mot}}(X, t)$ is pointwise rational, then $X$ has negative Kodaira dimension.

We will not discuss the proof of this result, but in what follows we will sketch the
proof of the following earlier, more special result of Larsen and Lunts [LL2]. Recall
that if $X$ is a smooth projective variety, its geometric genus is $p_g(X) = h^0(X, \omega_X)$. 
Proposition 7.38. If $X$ is a smooth, connected, projective surface with $p_g(X) \geq 2$, then $Z_{mot}(X, t)$ is not pointwise rational.

We start by describing the group homomorphism $K_0(\text{Var}/\mathbb{C}) \to K$ that is used in the proof of Proposition 7.38. Let $S$ denote the multiplicative semigroup of polynomials $h \in \mathbb{Z}[t]$ with $h(0) = 1$. Since the only invertible element in $S$ is $1$, and $\mathbb{Z}[t]$ is a factorial ring, every element in $S$ can be written uniquely as $h_1^{n_1} \cdots h_r^{n_r}$, where the $h_i$ are elements in $S$ that generate prime ideals in $\mathbb{Z}[t]$. It follows that the semigroup algebra $\mathbb{Z}[S]$ is a polynomial ring in infinitely many variables. In particular, it is a domain, and we take $K$ to be the fraction field of $\mathbb{Z}[S]$. In order to avoid confusion, we denote by $\phi(h)$ the element in $\mathbb{Z}[S]$ corresponding to $h \in S$, hence $\phi(g)\phi(h) = \phi(gh)$.

We now define a group homomorphism $SB/\mathbb{C} \to S$ by taking $(X)$, for $X$ smooth, connected, and projective, to $R(X, t) := E(X, t, 0) = \sum_{i=0}^{\dim(X)} (-1)^i h^0(X, \Omega_X^i)t^i \in S$. It is an easy consequence of the K"unneth theorem (see Exercise 7.14) that $R(X \times Y, t) = R(X, t) \cdot R(Y, t)$. Note that $R(\mathbb{P}^n, t) = 1$ for all $n \geq 0$. Indeed, using the Hodge symmetry we have $h^0(\mathbb{P}^n, \Omega_{\mathbb{P}^n}) = h^i(\mathbb{P}^n, \mathcal{O}_{\mathbb{P}^n}) = 0$ (exercise: give a direct proof using the description of $\Omega_{\mathbb{P}^n}$ provided by the Euler exact sequence). We deduce that $R(X \times \mathbb{P}^n, t) = R(X, t)$. Furthermore, if $X$ and $Y$ are smooth, projective birational varieties, then $h^0(X, \Omega_X^i) = h^0(Y, \Omega_Y^i)$ for all $i$ (see [Har, Theorem II.8.19]), whose proof extends to the case $i < \dim(X)$). We conclude that we have a well-defined semigroup homomorphism $SB/\mathbb{C} \to S$ that takes $(X)$ to $R(X, t)$ for every $X$ smooth, connected, and projective. This induces a ring homomorphism $\mathbb{Z}[SB/\mathbb{C}] \to \mathbb{Z}[S]$.

By Theorem 7.20, we have an isomorphism $K_0(\text{Var}/\mathbb{C})/(\mathcal{L}) \to \mathbb{Z}[SB/\mathbb{C}]$. We thus have a ring homomorphism $K_0(\text{Var}/\mathbb{C}) \to \mathbb{Z}[S] \hookrightarrow K$, that we denote by $\mu$, which takes $[X]$ to $\phi(R(X, t))$ for every smooth, connected, projective variety $X$. Therefore if $X_1, \ldots, X_r$ are such varieties, then

$$\mu\left(\sum_{i=1}^r n_i[X_i]\right) = \sum_{i=1}^r n_i\phi(E(X_i, t, 0)).$$

We emphasize that $\mu$ is different from the Euler-Poincaré characteristic that takes $X$ to $E(X, t, 0)$, which takes values in $\mathbb{Z}[t]$. We will see in Lemma 7.39 below that $\mu$ recovers more information than this latter Euler-Poincaré characteristic.

Note that if $X$ is a smooth, connected, $n$-dimensional projective variety, then the degree of $R(X, t)$ is $\leq n$, and the coefficient of $t^n$ is $(-1)^np_g(X)$. When $X$ is an arbitrary irreducible variety, we will denote by $p_g(X)$ the geometric genus of every smooth, irreducible, projective variety $Y$ that is birational to $X$. As we have mentioned, this is independent of the choice of $Y$.

Lemma 7.39. Suppose that $Y, X_1, \ldots, X_r$ are irreducible varieties of the same dimension, and $n_1, \ldots, n_r$ are integers such that $\mu(Y) = \sum_{i=1}^r n_i\mu(X_i)$. If $p_g(Y) \neq 0$, then there is $i$ such that $p_g(X_i) = p_g(Y_i)$.

Proof. It follows from Lemma 7.9 that we can find a smooth, connected, projective variety $Y'$ that is birational to $Y$, such that $[Y] - [Y']$ is a linear combination, with integer coefficients, of classes of smooth, irreducible, projective varieties of dimension smaller than $n = \dim(Y)$. Applying this also to the $X_i$, we conclude that we may assume that $Y$ and all $X_i$ are smooth, connected, and projective, and that we have smooth, connected, projective varieties $X'_1, \ldots, X'_s$ of dimension less than
n, and \( n'_1, \ldots, n'_s \in \mathbb{Z} \) such that

\[
\mu(Y) = \sum_{i=1}^r n_i \mu(X_i) + \sum_{j=1}^s n'_j \mu(X'_j).
\]

By assumption, \( \mu(Y) \) has degree \( n \), while each \( \mu(X'_j) \) has degree \( < n \), hence \( \mu(Y) \neq \mu(X'_j) \) for every \( j \). This implies that there is \( i \) such that \( \mu(Y) = \mu(X_i) \), and we get, in particular, \( p_\mu(Y) = p_\mu(X_i) \).

The key technical ingredient in the proof of Proposition 7.38 is the computation of the geometric genera for the symmetric powers of a smooth, connected, projective complex surface \( X \). It is shown in [LL2] that if \( p_\mu(X) = r \), then

\[
(7.6) \quad p_\mu(\text{Sym}^n(X)) = \binom{n + r - 1}{r - 1}.
\]

Note that \( \text{Sym}^n(X) \) has a resolution of singularities given by the Hilbert scheme of \( n \) points on \( X \). This is a projective scheme \( X^{[n]} \) that parametrizes 0-dimensional subschemes of \( X \) of length \( n \). It is a result of Fogarty that for a smooth, connected surface \( X \), the Hilbert scheme \( X^{[n]} \) is smooth and connected. Furthermore, there is a morphism \( X^{[n]} \to \text{Sym}^n(X) \) that takes a scheme \( Z \) supported at the points \( x_1, \ldots, x_m \) to \( \sum_{i=1}^m \ell(\mathcal{O}_{X,x_i}) x_i \). This gives an isomorphism onto the image of the open subset parametrizing reduced subschemes. Therefore \( X^{[n]} \) gives a resolution of singularities of \( \text{Sym}^n(X) \), hence \( p_\mu(\text{Sym}^n(X)) = p_\mu(X^{[n]}) \). The above formula for \( p_\mu(\text{Sym}^n(X)) \) is then deduced from results of Göttscbe and Soergel [GS] on the Hodge structure on the cohomology of \( X^{[n]} \).

**Proof of Proposition 7.38.** Suppose by way of contradiction that \( h = \sum_{n \geq 0} \mu_n t^n \in K[t] \) is a rational function, where \( \mu_n = \mu(\text{Sym}^n(X)) \). Therefore we may write

\[
h = \frac{a_0 + a_1 t + \ldots + a_\ell t^\ell}{b_0 + b_1 t + \ldots + b_m t^m},
\]

for some \( a_i, b_j \in K \), with not all \( b_j \) zero. This implies that \( \mu_d b_m + \mu_{d+1} b_{m-1} + \ldots + \mu_{d+m} b_0 = 0 \) for all \( d \geq \min\{0, \ell - m + 1\} \). Since some \( b_j \) is nonzero, by considering these relations for \( d, d+1, \ldots, d+m \), we conclude that \( D := \det(\mu_d b_{d+j})_{0 \leq i \leq m} = 0 \). By expanding this determinant, we obtain a relation

\[
(7.7) \quad \mu\left( \prod_{i=0}^m \text{Sym}^{d+2i}(X) \right) = \sum_{\sigma \in S_{m+1} \setminus \{1\}} -\text{sign}(\sigma) \mu \left( \prod_{i=0}^m \text{Sym}^{d+\sigma(i) + i}(X) \right),
\]

where we consider \( S_{m+1} \) to be the group of permutations of \( \{0, 1, \ldots, m\} \).

Note that for every \( \sigma \in S_{m+1} \), the variety \( \prod_{i=0}^m \text{Sym}^{d+\sigma(i) + i}(X) \) has dimension equal to \( 2(m+1)(d+m) \), and geometric genus \( \prod_{i=0}^m \binom{d+\sigma(i) + i + r - 1}{r-1} \) (see formula (7.6)). We deduce from (7.7) and Lemma 7.39 that there is a permutation \( \sigma \in S_{m+1} \) different from the identity such that

\[
(7.8) \quad \prod_{i=0}^m \binom{d + \sigma(i) + i + r - 1}{r-1} = \prod_{i=0}^m \binom{d + 2i + r - 1}{r-1}.
\]
7.4. KAPRANOV ZETA FUNCTION OF COMPLEX SURFACES

Since \( r \geq 2 \), for every \( \sigma \in S_{m+1} \) different from the identity, the following polynomial in \( d \)

\[
P_\sigma(d) = \prod_{i=0}^{m} \left( \frac{d + \sigma(i) + i + r - 1}{r - 1} \right) - \prod_{i=0}^{m} \left( \frac{d + 2i + r - 1}{r - 1} \right)
\]
is not zero, hence it does not vanish for \( d \gg 0 \). Indeed, if \( i_0 \) is the largest \( i \) such that \( \sigma(i) \neq i \), then we can write

\[
P_\sigma(d) = \prod_{i=i_0+1}^{m} \left( \frac{d + 2i - r - 1}{r - 1} \right) \cdot (Q_1(d) - Q_2(d)),
\]
and the linear polynomial \( d + 2i_0 + r - 1 \) divides \( Q_2(d) \), but it does not divide \( Q_1(d) \). Since we have only finitely many permutations to consider (note that \( m \) is fixed), we conclude that by taking \( d \gg 0 \), we obtain a contradiction. \( \square \)

Remark 7.40. The Euler-Poincaré characteristic constructed above, that makes \( Z_{\text{mot}}(X,t) \) not pointwise rational, vanishes on \( L \). It would be interesting to find such an Euler-Poincaré characteristic that is nonzero on \( L \) (hence factors through \( K_0(\text{Var/C})[L^{-1}] \)).

Remark 7.41. It is interesting to compare Theorem 7.37 on the rationality of \( Z_{\text{mot}}(X,t) \) with Mumford’s theorem on the finiteness of the Chow group \( A^2(X)_0 \) of rational equivalence classes of 0-cycles on \( X \) of degree zero. It is shown in [Mum2] that if \( X \) is a smooth, connected, projective complex surface with \( p_g(X) \neq 0 \), then \( A^2(X)_0 \) is infinitely dimensional in a suitable sense (in particular, it can not be parametrized by the points of an algebraic variety). This can also be interpreted as a statement about the growth of the symmetric products \( \text{Sym}^n(X) \), when \( n \) goes to infinity. On the other hand, it was conjectured by Bloch that the converse is also true, namely that if \( p_g(X) = 0 \), then \( A^2(X)_0 \) is finite-dimensional. While this is still a conjecture, it is known to hold for surfaces of Kodaira dimension \( \leq 1 \). In particular, we see that for any surface \( X \) of Kodaira dimension 0 or 1 with \( p_g(X) = 0 \), we have \( A^0(X)_0 \) finite dimensional, but \( Z_{\text{mot}}(X,t) \) is not rational.
CHAPTER 8

Dwork’s proof of rationality of zeta functions

In this chapter we present Dwork's proof \cite{Dwo} for the first of the Weil conjectures, asserting the rationality of the Hasse-Weil zeta function for a variety over a finite field. We follow, with small modifications, the presentation in \cite{Kob}. We freely make use of the basic facts about $p$-adic fields as covered in § B.

8.1. A formula for the number of $\mathbb{F}_q^n$-points on a hypersurface

Recall that our goal is to prove the rationality of the zeta function of an algebraic variety $X$ over $\mathbb{F}_q$. As we have seen in Chapter 2, in order to prove this in general, it is enough to prove it in the case when $X$ is a hypersurface in $\mathbb{A}^d_{\mathbb{F}_q}$, defined by some $f \in \mathbb{F}_q[x_1, \ldots, x_d]$. Furthermore, an easy argument based on induction and on the inclusion-exclusion principle, will allow us to reduce ourselves to proving the rationality of

$$\tilde{Z}(X,t) := \exp \left( \sum_{n \geq 0} \frac{N'_n t^n}{n} \right),$$

where

$$N'_n = |\{u = (u_1, \ldots, u_d) \in \mathbb{F}_q^d \mid f(u) = 0, u_i \neq 0 \text{ for all } i\}|.$$

Hence from now on we will focus on $\tilde{Z}(X,t)$.

The starting point consists in a formula for $N'_n$ in terms of an additive character of $\mathbb{F}_q^n$. By this we mean a group homomorphism $\chi : \mathbb{F}_q^n \to \mathbb{Q}_p$. We say that such a character is trivial if $\chi(u) = 1$ for every $u \in \mathbb{F}_q^n$. The main example that we will need is the following,

**Lemma 8.1.** If $\epsilon \in \overline{\mathbb{Q}}_p$ is a primitive root of 1, then $\chi : \mathbb{F}_q^n \to \mathbb{Q}_p(\epsilon)$ given by $\chi(u) = \epsilon^{\Tr_{\mathbb{F}_q^n/\mathbb{F}_q}(u)}$ is a nontrivial additive character of $\mathbb{F}_q^n$.

**Proof.** It is clear that $\psi : \mathbb{F}_p \to \mathbb{Q}_p(\epsilon)$ given by $\psi(m \mod p) = \epsilon^m$ is an injective homomorphism. Since $\Tr_{\mathbb{F}_q^n/\mathbb{F}_q}$ is additive, we deduce that $\chi$ is an additive character. If $\chi$ is trivial, then $\Tr_{\mathbb{F}_q^n/\mathbb{F}_q}(u) = 0$ for every $u \in \mathbb{F}_q^n$. This contradicts the fact that the bilinear pairing $(u,v) \mapsto \Tr_{\mathbb{F}_q^n/\mathbb{F}_p}(u,v)$ is nondegenerate (recall that $\mathbb{F}_q^n$ is separable over $\mathbb{F}_p$). \qed

**Remark 8.2.** Since $\mathbb{F}_q^n/\mathbb{F}_p$ is Galois, with Galois group cyclic and generated by the Frobenius morphism, it follows that for every $a \in \mathbb{F}_q^n$, we have $\Tr_{\mathbb{F}_q^n/\mathbb{F}_p}(a) = a + a^p + \ldots + a^{p^{n-1}}$, where $q = p^e$.

**Lemma 8.3.** If $\chi$ is a nontrivial additive character of $\mathbb{F}_q^n$, then $\sum_{u \in \mathbb{F}_q^n} \chi(u) = 0$. 89
PROOF. Let $v \in \mathbf{F}_{q^n}$ be such that $\chi(v) \neq 1$. We have

$$
\sum_{u \in \mathbf{F}_{q^n}} \chi(u) = \sum_{u \in \mathbf{F}_{q^n}} \chi(u + v) = \chi(v) \cdot \sum_{u \in \mathbf{F}_{q^n}} \chi(u),
$$

which implies the assertion in the lemma since $\chi(v) \neq 1$. \qed

Suppose now that $f \in \mathbf{F}_q[x_1, \ldots, x_n]$ is as above, and $\psi_n$ is a nontrivial additive character of $\mathbf{F}_{q^n}$. It follows from Lemma 8.3 that for every $a \in \mathbf{F}_{q^n}$, we have

$$
\sum_{u \in \mathbf{F}_{q^n}} \psi_n(ua) = 0, \text{ unless } a = 0, \text{ in which case the sum is clearly equal to } q^n.
$$

Therefore we have

$$
\sum_{u \in \mathbf{F}_{q^n}} \sum_{v \in \mathbf{F}_{q^n}} \psi_n(vf(u)) = N'_n q^n.
$$

Since the sum of the terms corresponding to $v = 0$ is $(q^n - 1)^d$, we conclude that

$$(8.1) \quad \sum_{u \in \mathbf{F}_{q^n}} \sum_{v \in \mathbf{F}_{q^n}} \psi_n(vf(u)) = N'_n q^n - (q^n - 1)^d.
$$

The main result of this section will be a formula for the left-hand side of $(8.1)$ by applying a suitable analytic function to the Teichmüller lifts of $u_1, \ldots, u_n, v$. Furthermore, the analytic functions corresponding to the various $n$ will turn out to be related in a convenient way. Let us fix a primitive root $\epsilon \in \mathbf{Q}_p$. For every $a \in \mathbf{F}_p^m$, we denote by $\overline{a} \in \mathbf{Z}_p^{(m)}$ the Teichmüller lift of $a$ (see § B.2). The key ingredient is provided by a formal power series $\Theta \in \mathbf{Q}_p(\epsilon)[[t]]$, that satisfies the following two properties:

P1) The radius of convergence of $\Theta$ is $> 1$.

P2) For every $n \geq 1$ and every $a \in \mathbf{F}_{q^n}$, we have

$$(8.2) \quad \epsilon^{\operatorname{Tr}_{\mathbf{F}_{q^n}/\mathbf{F}_p}(a)} = \Theta(\overline{a})\Theta(\overline{a^2}) \cdots \Theta(\overline{a^{q^n-1}}).
$$

Note that by Lemma 8.1, the left-hand side of $(8.2)$ is a nontrivial character of $\mathbf{F}_{q^n}$. Furthermore, note that if $a \in \mathbf{F}_{q^n}$, then $|\overline{a}|_p = 1$, hence $\Theta(\overline{a^q})$ is well-defined by P1.

Let us assume for the moment the existence of such $\Theta$, and let us see how we can rewrite the left-hand side of $(8.1)$. Suppose that $f = \sum_{m \in \mathbf{Z}_{\geq 0}^d} c_m x^m \in \mathbf{F}_q[x_1, \ldots, x_d]$, where for $m = (m_1, \ldots, m_d)$ we put $x^m = x_1^{m_1} \cdots x_d^{m_d}$. Note that only finitely many of the $c_m$ are nonzero. It is clear that for $u = (u_1, \ldots, u_d) \in (\mathbf{F}_{q^n})^d$ and $v \in \mathbf{F}_{q^n}$, we have

$$(8.3) \quad \psi_n(vf(u)) = \prod_{m \in \mathbf{Z}_{\geq 0}^d} \psi_n(c_m v u_1^{m_1} \cdots u_d^{m_d}).
$$

We take $\psi_n(a) = \epsilon^{\operatorname{Tr}_{\mathbf{F}_{q^n}/\mathbf{F}_p}(a)}$, and let

$$(8.4) \quad G(y, x) = \prod_{m \in \mathbf{Z}_{\geq 0}^d} \Theta(\overline{c_m y x^m}) \in \mathbf{Q}_p[[x_1, \ldots, x_d, y]].
$$

hence $(8.2)$ and $(8.3)$ imply

$$(8.5) \quad \sum_{u \in \mathbf{F}_{q^n}} \sum_{v \in \mathbf{F}_{q^n}} \psi_n(vf(u)) = \sum_{v, u_1, \ldots, u_d \in \mathbf{F}_{q^n}} \left( \prod_{i=0}^{n-1} G(v^{q^i}, u_1^{q^i}, \ldots, u_d^{q^i}) \right).
$$
We will use this formula in §3 to prove that \( \tilde{Z}(X,t) \) can be written as the quotient of two formal power series in \( \mathbb{C}_p[[t]] \), both having infinite radius of convergence.

## 8.2. The construction of \( \Theta \)

We now explain how to construct the formal power series \( \Theta \) whose existence was assumed in the previous section. Note first that it is enough to do the construction when \( q = p \): indeed, if \( \Theta_1 \in \mathbb{Q}_p(\epsilon)[[t]] \) satisfies P1 and P2 for \( q = p \), and for \( q = p^r \) we take \( \Theta(t) = \Theta_1(t)\Theta_1(t^p)\cdots\Theta_1(t^{p^{r-1}}) \), then \( \Theta \) satisfies P1 and P2 for \( q \). Indeed, if \( R > 1 \) is the radius of convergence of \( \Theta_1 \), then the radius of convergence of \( \Theta \) is at least \( R^{1/p^{r-1}} > 1 \). Furthermore,

\[
\epsilon^{Tr_{F_p^n/p^n}(a)} = \prod_{i=0}^{n-1} \Theta_1(\bar{a}^i) = \prod_{j=0}^{e-1} \Theta(\bar{a}^j).
\]

Therefore, in the rest of this section we assume \( q = p \).

We begin by considering the formal power series in two variables given by the following infinite product

\[
F(x,y) = (1+y)^e(1+y^p)^{x^p/y^p} \cdots (1+y^{p^n})^{x^{p^n}/y^{p^n-1}} \cdots \in \mathbb{Q}[x,y].
\]

Note that if \( 1 + h_i \) is the \( i \)th factor in the above product, then \( h_i \in (y^{p^{i-1}}) \), hence the above product gives, indeed, a formal power series\(^1\).

**Proposition 8.4.** We have \( F(x,y) \in \mathbb{Z}_p[x,y] \).\(^2\)

The following lemma gives a general criterion for proving an assertion as in the proposition.

**Lemma 8.5.** If \( f \in \mathbb{Q}_p[[x,y]] \) is such that \( f(0,0) = 1 \), then \( f \in \mathbb{Z}_p[x,y] \) if and only if

\[
f(x^p,y^p) \in 1 + p(x,y)\mathbb{Z}_p[[x,y]].
\]

**Proof.** Suppose first that \( f \in \mathbb{Z}_p[[x,y]] \). Since \( f(0,0) = 1 \), it follows that \( f \) is invertible and \( \frac{1}{f} \in 1 + (x,y)\mathbb{Z}_p[[x,y]] \). We deduce that \( \frac{1}{f(x,y)} \), hence also \( \frac{f(x^p,y^p)}{f(x,y)^p} \), lies in \( 1 + (x,y)\mathbb{Z}_p[[x,y]] \). If \( \tilde{f} \in \mathbb{F}_p[[x,y]] \) is the reduction of \( f \mod p\mathbb{Z}_p[[x,y]] \), we clearly have \( \tilde{f}(x^p,y^p) = \tilde{f}(x,y)^p \). This implies that \( \frac{f(x^p,y^p)}{f(x,y)^p} \) lies in \( 1 + p(x,y)\mathbb{Z}_p[[x,y]] \), as required.

Conversely, suppose that (8.6) holds, and let us write \( f = \sum_{i,j \geq 0} a_{i,j} x^i y^j \), with \( a_{i,j} \in \mathbb{Q}_p \), and \( a_{0,0} = 1 \). By hypothesis, we may write

\[
\sum_{i,j \geq 0} a_{i,j} x^i y^j = \left( \sum_{i,j \geq 0} a_{i,j} x^i y^j \right)^p \cdot \sum_{i,j \geq 0} b_{i,j} x^i y^j,
\]

where \( b_{0,0} = 1 \), and all other \( b_{i,j} \) lie in \( p\mathbb{Z}_p \). Arguing by induction, we see that it is enough to show the following: if \( \alpha, \beta \in \mathbb{Z}_{\geq 0} \), not both zero, are such that

\(^1\)The general assertion is that if \( h_i \in (x,y)^{N_i} \) are such that \( \lim_{i \to \infty} N_i = \infty \), then \( \prod_i (1 + h_i) \) is a formal power series, as the coefficient of each monomial \( x^m y^n \) comes from only finitely many factors in the product.

\(^2\)Of course, since \( F \) has coefficients in \( \mathbb{Q} \), this is equivalent to saying that \( F \) has coefficients in \( \mathbb{Z}_p[x,y] \).
We conclude that $p$ divides both $\alpha$ and $\beta$, in which case it is equal to $a_{\alpha/p,\beta/p}$. By considering the right-hand side of (8.7), we see that $c_{\alpha,\beta} = p a_{\alpha,\beta} + Q_1 + \cdots + Q_r$, where each $Q_j$ is a product of the form $N b_{k_i} a_{k_{i,1}} \cdots a_{k_{i,t_i}}$, for some multinomial coefficient $N \in \mathbb{Z}$, and with all $(k_i, \ell_i)$ having the property that $k_i \leq \alpha$ and $\ell_i \leq \beta$, with one of the inequalities being strict. It follows that every $Q_j$ lies in $\mathbb{Z}_p$, and if $Q_j$ is not in $p\mathbb{Z}_p$, then $k = \ell = 0$, and $c_{\alpha,\beta} x^\alpha y^\beta = (a_{k,\ell} x^k y^\ell)^p$ for some $k$ and $\ell$. This can happen only when both $\alpha$ and $\beta$ are divisible by $p$, and in this case $Q_j$ is equal to $a_{\alpha/p,\beta/p}$. Furthermore, since in this case we have $a_{\alpha/p,\beta/p} \equiv a_{\alpha/p,\beta/p} (\text{mod } p)$, we deduce that $a_{\alpha,\beta} \in \mathbb{Z}_p$, and this completes the proof of the proposition. \hfill \square

**Remark 8.6.** It should be clear from the proof of the lemma that a similar statement holds for formal power series in any number of variables. We restricted to the case of two variables, which is the one we will need, in order to avoid complicating too much the notation.

**Proof of Proposition 8.4.** Since we clearly have $F(0, 0) = 1$, we may apply Lemma 8.5, so it is enough to show that $\frac{F(x^p, y^p)}{F(x, y)^p}$ lies in $1 + p(x, y)\mathbb{Z}_p$. By definition, we have

$$F(x^p, y^p) = \frac{(1 + y^p)^x \cdot (1 + y^p)^{x^2 - x^p} \cdot (1 + y^p)^{x^3 - x^p} \cdots}{(1 + y)^p x \cdot (1 + y^p)^x \cdot (1 + y^p)^{x^2 - x^p} \cdots} = \frac{(1 + y^p)^x}{(1 + y)^p}.$$

In order to see that this lies in $1 + p(x, y)\mathbb{Z}_p$, we apply Lemma 8.5 in the other direction: since $g = 1 + y \in \mathbb{Z}_p[[y]]$, and $g(0) = 1$, we deduce that $\frac{1 + y^p}{(1 + y)^p} = 1 + pw$, for some $w \in y\mathbb{Z}_p[[y]]$. It follows from definition that

$$(1 + pw)^x = 1 + \sum_{m \geq 1} \frac{x(x - 1) \cdots (x - m + 1)}{m!} p^m w^m,$$

and $\frac{p^m}{m!} \in p\mathbb{Z}_p$ for every $m \geq 1$. Indeed, we have

$$\text{ord}_p(m!) = \sum_{i \geq 1} \lfloor m/p^i \rfloor \leq \frac{m}{p} \sum_{i \geq 0} \frac{1}{p^i} = \frac{m}{p - 1} \leq m.$$  

We conclude that $\left(\frac{1 + y^p}{(1 + y)^p}\right)^x \in 1 + p(x, y)\mathbb{Z}_p[[x, y]]$, which completes the proof. \hfill \square

Recall that $\epsilon \in \overline{\mathbb{Q}}_p$ is our fixed primitive root of order $p$ of 1. Let $\lambda = \epsilon - 1$. The following estimate for $|\lambda|_p$ is well-known, but we include a proof for completeness.

**Lemma 8.7.** With the above notation, we have $|\lambda|_p = \left(\frac{1}{p}\right)^{1/(p-1)}$.

**Proof.** Since $(1 + \lambda)^p = 1$, it follows that $\lambda$ is a root of the polynomial $h(x) = x^{p-1} + \sum_{i=1}^{p-1} \binom{p}{i} x^{p-1-i}$. Since all coefficients of $f$ but the leading one are divisible by $p$, and $h(0)$ is not divisible by $p^2$, it follows from Eisenstein’s criterion
that $h \in Q_p[x]$ is an irreducible polynomial. This shows that $Q_p(\epsilon) = Q_p(\lambda)$ has degree $(p - 1)$ over $Q_p$.

Every $\sigma : Q_p(\epsilon) \to Q_p$ must satisfy $\sigma(\epsilon) = \epsilon^i$ for some $1 \leq i \leq p - 1$, and $\sigma$ is uniquely determined by $i$. This shows that $Q_p(\epsilon)$ is a Galois extension of $Q_p$, and since $[Q_p(\epsilon) : Q_p] = n - 1$, we conclude that the Galois conjugates of $\epsilon$ are precisely the $\epsilon^i$, with $1 \leq i \leq p - 1$. In particular, we have $|1 - \epsilon|_p = |1 - \epsilon^i|_p$ for every $1 \leq i \leq p$. On the other hand, we have

$$1 + x + \ldots + x^{p-1} = \prod_{i=1}^{p-1} (x - \epsilon^i),$$

hence $\prod_{i=1}^{p-1} (1 - \epsilon^i) = p$. We thus deduce

$$|\epsilon - 1|_p = |p|^{1/(p-1)} = \left( \frac{1}{p} \right)^{1/(p-1)}.$$

\[ \square \]

We put $\Theta(t) = F(t, \lambda)$. We first show that this is well-defined and has radius of convergence $> 1$.

**Lemma 8.8.** We have $\Theta \in Q_p(\epsilon)[t]$, and its radius of convergence is at least $p^{1/(p-1)} > 1$.

**Proof.** Let us write $F(x, y) = \sum_{m \geq 0} \left( \sum_{n \geq 0} a_{m,n} y^n \right) x^m$. By Proposition 8.4, we have $a_{m,n} \in Z_p$ for every $m$ and $n$. We claim that $a_{m,n} = 0$ whenever $m > n$. Indeed, note that in

$$(1 + y)^x = \sum_{n \geq 0} \frac{x(x-1)\ldots(x-n+1)}{n!} y^n,$$

every monomial $x^i y^j$ that appears with nonzero coefficient, has $i \leq j$. The same then holds for each $(1 + y^i)^{x^{p^i-1} - p} = \frac{x^{p^i-1} - p}{y^{p^i-1}}$, for $i \geq 1$. Since this property holds for each of the factors in the definition of $F(x, y)$, it also holds for $F$, as claimed.

Since $|a_{m,n}|_p \leq 1$ for every $m$ and $n$, each series $\sum_{n \geq 0} a_{m,n} y^n$ has radius of convergence at least $1 > |\lambda|_p$, hence $F(t, \lambda)$ is a well-defined series in $Q_p(\epsilon)[t]$. Furthermore, for every $m$ we have

$$\sum_{n \geq 0} a_{m,n} \lambda^n |_p = \sum_{n \geq m} a_{m,n} \lambda^n |_p \leq |\lambda|^m.$$

This implies that the radius of convergence of $F(t, \lambda)$ is at least $|\lambda|_p^{-1} = p^{1/(p-1)} > 1$. \[ \square \]

We now show that $\Theta$ also satisfies the property P2) from §1 and thus complete the proof of the existence of $\Theta$ with the required properties.

**Lemma 8.9.** For every $n \geq 1$, and every $a \in F_{p^n}$, we have

$$\epsilon^{\text{Tr}_{F_{p^n}/F_p}(a)} = \Theta(a) \Theta(a^p) \ldots \Theta(a^{p^{n-1}}).$$
PROOF. Note first that since $\Theta$ has radius of convergence larger than 1, and $|\tilde{a}^p\rangle_p$ is either 1 or 0, we may apply $\Theta$ to the $\tilde{a}^p$. Let us compute, more generally,
\[\prod_{i=0}^{n-1} F(\tilde{a}^p, y) = \prod_{i=0}^{n-1} (1+y)^{\tilde{a}^p} \cdot \prod_{m \geq 1} (1+y)^{\tilde{a}^p} \sum_{i=0}^{n-1} \frac{\tilde{a}^{p^{m+i}} - \tilde{a}^{p^{m+i-1}}}{p^m} = (1+y)^{\tilde{a} + \tilde{a}^p + \ldots + \tilde{a}^{p^{n-1}}},\]
where the last equality follows from the fact that $\tilde{a}^p = \tilde{a}$. Since $\lambda = \epsilon - 1$, in order to complete the proof of the lemma it is enough to show that
\[(8.8) \quad \epsilon^{\tilde{a} + \tilde{a}^p + \ldots + \tilde{a}^{p^{n-1}}} = \epsilon^{\text{Tr}_{F_p^n/F_p}(\alpha)}.
\]
Recall that $F_p^n$ is a Galois extension of $F_p$ with Galois group isomorphic to $\mathbb{Z}/n\mathbb{Z}$, and generated by $\sigma$, where $\sigma(u) = u^p$. By Theorem B.6 we have an isomorphism $G(\mathbb{Q}_p^{(n)}/\mathbb{Q}_p) \simeq G(F_p^n/F_p)$, and let $\tilde{\sigma}$ be the automorphism of $\mathbb{Q}_p^{(n)}$ corresponding to $\sigma$. Since $\tilde{\sigma}(\tilde{a})^p = \tilde{\sigma}(\tilde{a})$, it follows that $\tilde{\sigma}(\tilde{a})$ is the Teichmüller lift of its residue class, which is $\sigma(a) = a^p$. Therefore $\tilde{\sigma}(\tilde{a}) = \tilde{a}^p$. We conclude that $\sum_{i=0}^{n-1} \tilde{a}^p \in \mathbb{Z}_p$, and it clearly lies over $\sum_{i=0}^{n-1} a^p = \text{Tr}_{F_p^n/F_p}(\alpha)$. Therefore in order to show (8.8), we see that it suffices to show that if $w \in \mathbb{Z}_p$ lies over $b \in F_p$, then $\epsilon^w = \epsilon^b$, where the left-hand side is defined as $(1+\lambda)^w$. We may write $w = pw_0 + \ell$ for some $\ell \in \mathbb{Z}$, and using Proposition B.25, we obtain
\[(1+\lambda)^w = ((1+\lambda)^p)^{w_0} \cdot (1+\lambda)^\ell = 1 \cdot \epsilon^\ell = \epsilon^b.
\]
This completes the proof of the lemma.

8.3. Traces of certain linear maps on rings of formal power series

Our goal in this section is to establish the following intermediary step towards the proof of the rationality of the zeta function.

PROPOSITION 8.10. With the notation introduced in §1, for every $X = V(f)$, where $f \in F_q[x_1, \ldots, x_n]$, the formal power series $\tilde{Z}(X,t)$ can be written as a quotient $g(t)/m(t)$, where $g,h \in C_p[t]$ have infinite radii of convergence.

The proof of the proposition will rely on the formula for the numbers $N'_r$, coming out of (8.1) and (8.5) in §1, and on a formalism for treating certain linear maps on a formal power series ring, that we develop in this section.

For $N \geq 1$, we consider the formal power series ring $R = C_p[x_1, \ldots, x_N]$, and we denote by $m$ the maximal ideal in $R$. We will apply this with $N = d+1$, where $d$ is as in the previous sections. As usual, for $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{Z}_+^N$, we put $x^\alpha = x_1^{\alpha_1} \cdots x_N^{\alpha_N}$ and $|\alpha| = \sum_{i=1}^N \alpha_i$. The order $\text{ord}(h)$ of $h \in R$ is the largest $r \geq 0$ such that $h \in m^r$ (we make the convention that $\text{ord}(0) = \infty$). On $R$ we consider the $m$-adic topology. Recall that this is invariant under translations, and a basis of open neighborhoods of the origin is given by $\{m^r \mid r \geq 0\}$. Therefore we have $h_m \to h$ when $m$ goes to infinity if and only if $\lim_{m \to \infty} \text{ord}(f_m - f) = \infty$. As in the case of a DVR, one shows that one can put a metric on $R$ that induces the $m$-adic topology.
We will consider \( C_p \)-linear maps \( A: R \to R \) that are continuous with respect to the \( \mathfrak{m} \)-adic topology. Such a map is determined by its values on the monomials in \( R \). More precisely, such a map must satisfy

\[
\lim A(x^\alpha) = 0 \quad \text{when} \quad |\alpha| \to \infty,
\]

and for \( f = \sum c_\alpha x^\alpha \), we have \( A(f) = \sum c_\alpha A(x^\alpha) \). Conversely, given a set of elements \( \{ A(x^\alpha) \}_{\alpha \in \mathbb{Z}_{\geq 0}^N} \) that satisfies (8.9), we obtain a continuous linear map \( A \) given by the above formula. If we write \( A(x^\beta) = \sum a_{\alpha\beta} x^\alpha \), with \( a_{\alpha\beta} \in C_p \), then we can represent \( A \) by the "matrix" \( (a_{\alpha\beta})_{\alpha,\beta \in \mathbb{Z}_N} \). Note that condition (8.9) translates as follows: for every \( \alpha \), we have \( a_{\alpha\alpha} = 0 \) for \( |\beta| \gg 0 \).

We say that \( A \) has finite support if the corresponding "matrix" \( (a_{\alpha\beta}) \) has only finitely many nonzero entries. In this case \( A \) can be identified to an endomorphism of a finite-dimensional subspace of \( C_p[x_1, \ldots, x_N] \subseteq C_p[x_1, \ldots, x_n] \), and \( (a_{\alpha\beta}) \) can be identified to the corresponding matrix.

The usual rules for dealing with matrices apply in this setting. If \( A \) is described by the "matrix" \( (a_{\alpha\beta}) \), then

\[
A(\sum_\beta b_\beta x^\beta) = \sum_\alpha \left( \sum_\beta a_{\alpha\beta} c_\beta \right) x^\alpha
\]

(note that by hypothesis, the sum \( \sum_\beta a_{\alpha\beta} c_\beta \) has only finitely many nonzero terms). If \( A \) and \( B \) are linear, continuous maps as above, described by the "matrices" \( (a_{\alpha\beta}) \) and \( (b_{\alpha\beta}) \), then the composition \( A \circ B \) is again linear and continuous, and it is represented by the product \( (c_{\alpha\beta}) \) of the two "matrices": \( c_{\alpha\beta} = \sum_\gamma a_{\alpha\gamma} b_{\gamma\beta} \).

We now introduce the two main examples of such maps that we will consider. Given \( H \in R \), we define \( \Psi_H: R \to R \) to be given by multiplication by \( H \): \( \Psi_H(f) = fH \). This is clearly \( C_p \)-linear and continuous. If \( H = \sum_\alpha h_\alpha x^\alpha \), then \( \Psi_H \) is represented by the "matrix" \( (h_{\alpha-\beta})_{\alpha,\beta} \), where we put \( h_{\alpha-\beta} = 0 \) if \( \alpha - \beta \notin \mathbb{Z}_N \). Note that \( \Psi_{H_1} \circ \Psi_{H_2} = \Psi_{H_1 H_2} \).

For another example, if \( q \) is any positive integer, let \( T_q: R \to R \) be given by \( T_q(\sum_\alpha a_\alpha x^\alpha) = \sum_\alpha q^{\alpha_N} a_\alpha x^\alpha \). It is clear that \( T_q \) is \( C_p \)-linear and continuous. If \( H = \sum_\alpha h_\alpha x^\alpha \in R \), let \( \Psi_{q,H} = T_q \circ \Psi_H \). We have

\[
\Psi_{q,H}(x^\beta) = T_q(\sum_\alpha h_\alpha x^{\alpha+\beta}) = T_q(\sum_\alpha h_{\alpha-\beta} x^\alpha) = \sum_{\alpha\beta} h_{q\alpha-\beta} x^\beta.
\]

Therefore \( \Psi_{q,H} \) is represented by the "matrix" \( (h_{q\alpha-\beta})_{\alpha,\beta} \).

**Lemma 8.11.** We have \( \Psi_H \circ T_q = \Psi_{q,H} \), where \( H_q(x_1, \ldots, x_N) = H(x_q^1, \ldots, x_q^N) \).

**Proof.** Let \( H = \sum_{\alpha \in \mathbb{Z}_{\geq 0}^N} h_\alpha x^\alpha \), and we put \( h_\alpha = 0 \) if \( \alpha \notin \mathbb{Z}_N \). We have

\[
\Psi_H \circ T_q(\sum_\beta b_\beta x^\beta) = \sum_\beta b_\beta x^\beta = \sum_\gamma \left( \sum_{\alpha,\beta: \alpha+\beta=\gamma} h_{\alpha} b_{\beta} \right) x^\gamma.
\]

On the other hand,

\[
T_q \circ H_q \left( \sum_\beta b_\beta x^\beta \right) = T_q \left( \sum_\gamma \left( \sum_{\alpha,\beta: \alpha+\beta=\gamma} h_{\alpha} b_{\beta} \right) x^\gamma \right) = \sum_\gamma \left( \sum_{\alpha,\beta: \alpha+\beta=\gamma} h_{\alpha} b_{\beta} \right) x^\gamma.
\]
In the last sum in (8.11) we see that \( \beta \) has to be divisible by \( q \), and we deduce that the two expressions in (8.10) and (8.11) are equal. \( \square \)

We now discuss the trace of a continuous linear map as above. Given such a map \( A : R \to R \) described by the “matrix” \( (a_{\alpha \beta}) \), we consider the series \( \sum_{\alpha \in \mathbb{Z}_0^N} a_{\alpha \alpha} \). If this is convergent in \( C_p \), we denote its sum by \( \text{Trace}(A) \). Note that if \( A \) has finite support, then \( \text{Trace}(A) \) is equal to the trace of any corresponding endomorphism of a finite-dimensional vector space of polynomials.

Let \( R_0 \) be the set of those \( H = \sum_{\alpha} h_{\alpha} x_\alpha \in R \) with the property that there is \( M > 0 \) such that \( |h_{\alpha}|_p \leq \left( \frac{1}{p} \right)^{M|\alpha|} \) for every \( \alpha \in \mathbb{Z}_0^N \).

Remark 8.12. If \( H \in R_0 \), then there is \( \rho > 1 \) such that \( H(u_1, \ldots, u_N) \) is convergent whenever \( u_i \in C_p \) are such that \( |u_i| \leq \rho \) for all \( i \). Indeed, with \( M \) as above, if \( \rho = p^s \), where \( 0 < a < M \), then

\[
|h_{\alpha} u_1^{\alpha_1} \ldots u_N^{\alpha_N}|_p \leq |h_{\alpha}|_p \cdot \rho^{|\alpha|} \leq \left( \frac{1}{p} \right)^{(M-a)|\alpha|},
\]

which converges to zero when \( |\alpha| \) goes to infinity.

Lemma 8.13. \( R_0 \) is a subring of \( R \). Furthermore, if \( j_1, \ldots, j_N \) are positive integers, and if \( H \in R_0 \), then \( H(x_1^{\beta_1}, \ldots, x_N^{\beta_N}) \in R_0 \).

Proof. The first assertion follows from the fact that if \( M > 0 \) works for both \( H_1 \) and \( H_2 \), then it also works for \( H_1 - H_2 \) and \( H_1 H_2 \). The second assertion follows from the fact that if \( M \) works for \( H \), and if \( j = \max\{j_1, \ldots, j_N\} \), then \( M/j \) works for \( H(x_1^{\beta_1}, \ldots, x_N^{\beta_N}) \). \( \square \)

Proposition 8.14. Let \( H \in R_0 \) and \( \Psi = \Psi_{q,H} \) for some integer \( q \geq 2 \). For every \( s \geq 1 \) the trace of \( \Psi^s \) is well-defined, and

\[
(q^s - 1)^N \text{Trace}(\Psi^s) = \sum_u H(u) H(u^q) \ldots H(u^{q^{s-1}}),
\]

where the sum is over all \( u = (u_1, \ldots, u_N) \in C_p^N \) such that \( u_i^{q^{s-1}} = 1 \) for all \( i \).

Proof. Let us first consider the case \( s = 1 \). Recall that if \( H = \sum_{\alpha} h_{\alpha} x_{\alpha} \), then \( \Psi \) is described by the matrix \( (h_{\alpha-\beta})_{\alpha,\beta} \). Therefore \( \text{Trace}(\Psi) = \sum_{\alpha \in \mathbb{Z}_0^N} h_{(q-1)\alpha} \).

By assumption, there is \( M > 0 \) such that \( |h_{\alpha}|_p \leq \left( \frac{1}{p} \right)^{M|\alpha|} \) for every \( \alpha \). In particular, \( \lim_{|\alpha| \to \infty} h_{(q-1)\alpha} = 0 \).

Furthermore, we have seen in Remark 8.12 that \( H(u_1, \ldots, u_N) \) is well-defined when \( |u_i| \leq 1 \) for all \( i \). The subset \( U = \{ \lambda \in C_p \mid \lambda^{q-1} = 1 \} \) is a cyclic subgroup of \( C_p \). If \( \lambda_0 \in U \) is a generator, then

\[
\sum_{\lambda \in U} \lambda^i = \sum_{j=0}^{q-2} \lambda_0^j = \begin{cases} q-1, & \text{if } (q-1)|i; \\ 0, & \text{otherwise}. \end{cases}
\]

Therefore

\[
\sum_{u \in U^N} H(u) = \sum_{u \in U^N} \sum_{\alpha \in \mathbb{Z}_0^N} h_{\alpha} u_{\alpha} = \sum_{\alpha \in \mathbb{Z}_0^N} h_{\alpha} \cdot \prod_{i=1}^N \left( \sum_{u_i \in U} u_{\alpha_i} \right).
\]
\[ (q - 1)^N \sum_{\alpha \in (q-1)\mathbb{Z}^N_{\geq 0}} h_{\alpha} = (q - 1)^N \text{Trace}(\Psi). \]

This completes the proof when \( s = 1 \). Suppose now that \( s \geq 2 \). Using repeatedly Lemma 8.11, we obtain
\[
\Psi^s = (T_q \circ \Psi_H)^s = (T_q^2 \circ \Psi_{H_q} \circ \Psi_H) \circ (T_q \circ \Psi_H)^s - 2 = (T_q^2 \circ \Psi_{H_q} \circ \Psi_H) \circ (T_q \circ \Psi_H)^s - 2 = \ldots = T_q^s \circ \Psi_{H_{s-1} \ldots H_q} = \Psi_{q^s H_{s-1} \ldots H_q}.
\]

It follows from Lemma 8.13 that since \( H \) lies in \( R_0 \), we also have \( H_{q-1} \ldots H_q \) in \( R_0 \). Therefore we may apply the case \( s = 1 \) to deduce that \( \text{Trace}(\Psi^s) \) is well-defined, and that
\[
(q^s - 1)^N \text{Trace}(\Psi^s) = \sum_{u \in U^N} H(u) \Psi^s = \ldots H(u^{q^{s-1}}).
\]

\[ \square \]

Suppose now that \( A : R \to R \) is a \( C_p \)-linear continuous map, described by the “matrix” \((a_{\alpha \beta})_{\alpha, \beta}\). We define the characteristic power series of \( A \) by
\[
(8.12) \quad \det(\text{Id} - tA) := \sum_{m \geq 0} (-1)^m \left( \sum_{\sigma} \epsilon(\sigma) a_{\alpha_1 \sigma(\alpha_1)} \cdots a_{\alpha_m \sigma(\alpha_m)} \right) t^m,
\]
where the second sum is over all subsets with \( m \) elements \( \{\alpha_1, \ldots, \alpha_m\} \) of \( \mathbb{Z}^N_{\geq 0} \), and over all permutations \( \sigma \) of such a set. Of course, the definition makes sense if the series that appears as the coefficient of \( t^m \) is convergent in \( C_p \) for every \( m \). It is clear that if \( A \) has finite support, then \( \det(\text{Id} - tA) \) is equal to the characteristic polynomial of a corresponding endomorphism of a finite-dimensional vector space of polynomials.

**Lemma 8.15.** If \( H \in R_0 \), then for every integer \( q \geq 2 \) the characteristic power series of \( \Psi = \Psi_{q, H} \) is well-defined, and it has infinite radius of convergence.

**Proof.** Let us write \( H = \sum_\alpha h_\alpha x^\alpha \), and let \( M > 0 \) be such that \( |h_\alpha|_p \leq \left( \frac{1}{p} \right)^{M|\alpha|} \) for every \( \alpha \). We have seen that \( \Psi \) is described by the “matrix” \((a_{\alpha \beta})_{\alpha, \beta}\), where \( a_{\alpha \beta} = h_{\alpha - \beta} \). Given \( \{u_1, \ldots, u_m\} \subseteq \mathbb{Z}^N_{\geq 0} \), and a permutation \( \sigma \) of this set, we have
\[
|a_{\alpha_1 \sigma(\alpha_1)} \cdots a_{\alpha_m \sigma(\alpha_m)}|_p \leq \left( \frac{1}{p} \right)^{M \sum_{i=1}^{m} |q_{\alpha_i} - \sigma(\alpha_i)|}.
\]
Note that \( |q_{\alpha_i} - \sigma(\alpha_i)| = q|\alpha_i| - |\sigma(\alpha_i)| \) if \( q_{\alpha_i} - \sigma(\alpha_i) \) is in \( \mathbb{Z}^N_{\geq 0} \), and \( |q_{\alpha_i} - \sigma(\alpha_i)| = 0 \), otherwise. Furthermore, in the latter case we also have \( a_{\alpha_i \sigma(\alpha_i)} = 0 \). We thus conclude that
\[
|a_{\alpha_1 \sigma(\alpha_1)} \cdots a_{\alpha_m \sigma(\alpha_m)}|_p \leq \left( \frac{1}{p} \right)^{M(q-1)(\sum|\alpha_i| + \ldots + |\alpha_m|)}
\]
Since the right-hand side tends to zero when \( \max\{|\alpha_i|\} \) goes to infinity, it follows that \( \det(\text{Id} - tA) \) is well-defined.

Furthermore, the above computation shows that if we write \( \det(\text{Id} - tA) = \sum_{m \geq 0} b_m t^m \), then
\[
|b_m|^{1/m} \leq \max_{\alpha_1, \ldots, \alpha_m} \left( \frac{1}{p} \right)^{M(q-1)(\sum|\alpha_i| + \ldots + |\alpha_m|)}
\]
where the maximum is over distinct \(\alpha_1, \ldots, \alpha_m \in \mathbb{Z}_{\geq 0}^N\). When \(m\) goes to infinity, we have

\[
\min_{\alpha_1, \ldots, \alpha_m} \frac{M(q - 1)(|\alpha_1| + \ldots + |\alpha_m|)}{m} \to \infty.
\]

The above estimate therefore implies that \(\lim_{m \to \infty} |b_m|^{1/m} = 0\), hence \(\det(\text{Id} - tA)\) has infinite radius of convergence.

**Proposition 8.16.** If \(A: R \to R\) is a continuous \(\mathbb{C}_p\)-linear map such that \(\det(\text{Id} - tA)\) and \(\text{Trace}(A^s)\) are well-defined for all \(s \geq 1\), then

\[
\det(\text{Id} - tA) = \exp \left( - \sum_{s \geq 1} \frac{\text{Trace}(A^s)}{s} t^s \right).
\]

**Proof.** If \(A\) has finite support, then the assertion follows from Lemma 4.12. Our goal is to use this special case to deduce the general one.

Let us consider a sequence \((A^{(m)})_{m \geq 1}\) of maps with finite support, each described by the matrix \((a_{\alpha \beta}^{(m)})_{\alpha, \beta \in \mathbb{Z}_0}\), that satisfies the following condition. For every \(\alpha \) and \(\beta\), we have \(a_{\alpha \beta}^{(m)} = a_{\alpha \beta}^{(0)}\) or \(a_{\alpha \beta}^{(m)} = 0\), and the former condition holds for all \(m \gg 0\). It is clear that we can find a sequence \((A^{(m)})_{m \geq 1}\) with this property.

It is convenient to consider on \(\mathbb{C}_p[t]\) (identified to a countable product of copies of \(\mathbb{C}_p\)) the product topology, where each \(\mathbb{C}_p\) has the usual \(p\)-adic topology. Explicitly, a sequence of formal power series \((f_m)_{m \geq 1}\), with \(f_m = \sum_{i \geq 0} b_{m,i} t^i\), converges to \(f = \sum_{i \geq 0} b_i t^i\) if and only if \(\lim_{m \to \infty} b_{m,i} = b_i\) for every \(i\). Note that if this is the case, and all \(f_m(0)\) are zero, then \(\exp(f_m)\) converges to \(\exp(f)\) when \(m\) goes to infinity (this is the case if we replace \(\exp\) by any other element of \(\mathbb{C}_p[t]\)). Since each \(A^{(m)}\) satisfies the conclusion of the proposition, in order to complete the proof it is enough to show that

i) \(\lim_{m \to \infty} \det(\text{Id} - tA^{(m)}) = \det(\text{Id} - tA)\).

ii) \(\lim_{m \to \infty} \text{Trace}((A^{(m)})^s) = \text{Trace}(A^s)\) for every \(s \geq 1\).

Let us first check i). We consider the coefficients \(b_{\ell}^{(m)}\) and \(b_{\ell}\) of \(t^\ell\) in \(\det(\text{Id} - tA^{(m)})\) and \(\det(\text{Id} - tA)\), respectively. By definition, we have

\[
(8.13) \quad b_{\ell}^{(m)} = (-1)^\ell \sum_{\sigma} e(\sigma) a_{\alpha_1 \sigma(\alpha_1)}^{(m)} \cdots a_{\alpha_\ell \sigma(\alpha_\ell)}^{(m)}.
\]

By our choice of \(A^{(m)}\), every product in the sum above is either zero, or it shows up in the corresponding expression for \(b_{\ell}\). Furthermore, given any \(\{\alpha_1, \ldots, \alpha_\ell\}\) and any permutation \(\sigma\) of this set, the product \(e(\sigma)a_{\alpha_1 \sigma(\alpha_1)} \cdots a_{\alpha_\ell \sigma(\alpha_\ell)}\) appears in (8.13) for \(m \gg 0\). Since we know that \(\det(\text{Id} - tA)\) exists, the assertion in i) follows.

The proof of ii) is similar. By definition, we have

\[
(8.14) \quad \text{Trace}((A^{(m)})^s) = \sum_{\alpha_1, \ldots, \alpha_s} a_{\alpha_1 \alpha_2}^{(m)} \cdots a_{\alpha_{s-1} \alpha_s}^{(m)} a_{\alpha_s \alpha_1}^{(m)}.
\]

By hypothesis, each product \(a_{\alpha_1 \alpha_2}^{(m)} \cdots a_{\alpha_{s-1} \alpha_s}^{(m)}\) is either equal to \(a_{\alpha_1 \alpha_2} \cdots a_{\alpha_s \alpha_1}\), or it is zero. Moreover, by hypothesis every product \(a_{\alpha_1 \alpha_2} \cdots a_{\alpha_s \alpha_{s+1}}\) appears in (8.14) if \(m \gg 0\). Since \(\text{Trace}(A^s)\) exists, we deduce the assertion in ii). This completes the proof of the proposition. \qed
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By Lemmas 8.14 and 8.15, we may apply the above proposition, to get the following

**Corollary 8.17.** If $H \in R_0$ and $\Psi = \Psi_{q,H}$ for an integer $q \geq 2$, then

$$\det(\text{Id} - t\Psi) = \exp \left( - \sum_{s \geq 1} \frac{\text{Trace}(\Psi^s)}{s} t^s \right).$$

We now apply the above framework to give a proof of Proposition 8.10. Given $f \in F_q[x_1, \ldots, x_d]$, we let $N = d + 1$. We begin with the following lemma.

**Lemma 8.18.** For every $n \geq 1$, the formal power series $G \in R = C_p[y, x_1, \ldots, x_d]$ defined in (8.4) lies in $R_0$.

**Proof.** Since $G$ is a product of factors of the form $\Theta(cyx^{m_1} \cdots x^{m_d})$, it follows from Lemma 8.13 that it is enough to see that $\Theta(axy^{m_1} \cdots y^{m_d})$ lies in $R_0$ whenever $|a|_p = 1$ and $m_1, \ldots, m_d \in \mathbb{Z}_{\geq 0}$. Furthermore, if $q = p^s$, then we have taken $\Theta(t) = \prod_{i=0}^{s-1} \Theta_0(t^{p^i})$, where $\Theta_0$ is constructed for $q = p$. A second application of Lemma 8.13 allows us to reduce to the case when $q = p$.

Recall that we have seen in the proof of Lemma 8.8 that if $\Theta = \sum_{i \geq 0} b_i t^i$, then $|b_i|_p \leq |\lambda|^i_p = \left( \frac{1}{p} \right)^{i/(p-1)}$. If $a$ and $m_1, \ldots, m_d$ are as above, then

$$\Theta(axy^{m_1} \cdots x^{m_d}) = \sum_i b_i a^i y^i x_1^{im_1} \cdots x_d^{im_d}.$$

Note that

$$|b_i a^i|_p = |b_i|_p \leq \left( \frac{1}{p} \right)^{i/(p-1)} = \left( \frac{1}{p} \right)^{M(i,im_1,\ldots,im_d)},$$

where $M = \frac{1}{(p-1)(1+m_1+\ldots+m_d)}$. Therefore $\Theta(axy^{m_1} \cdots x^{m_d})$ lies in $R_0$. \hfill $\square$

We can now prove the result stated at the beginning of this section.

**Proof of Proposition 8.10.** Since $G \in R_0$, we may apply Proposition 8.14 in order to compute $\text{Trace}(\Psi_{q,G})$. Note that $\{w \in C_p \mid w^{q^n-1} = 1\} = \{\bar{u} \mid u \in F_q^n\}$. We deduce using (8.1) and (8.5) that

(8.15)

$$N_n q^n - (q^n - 1)^d = \sum_{v,u_1,\ldots,u_d \in F_q^n} \left( \prod_{i=0}^{n-1} G(\bar{v}^i, \bar{u}_1^i q^i, \ldots, \bar{u}_d^i q^i) \right) = (q^n - 1)^d \text{Trace}(\Psi_{q,G}).$$

Let us compute

(8.16)

$$\exp \left( \sum_{n \geq 1} N_n q^n - (q^n - 1)^d \frac{t^n}{n} \right) = \tilde{Z}(X, qt) \cdot \exp \left( - \sum_{i=0}^d (-1)^{d-i} \binom{d}{i} q^n \frac{t^n}{n} \right)$$

$$= \tilde{Z}(X, qt) \cdot \prod_{i=0}^d \exp \left( (-1)^{d-i} \binom{d}{i} \log(1 - q^i t) \right) = \tilde{Z}(X, qt) \cdot \prod_{i=0}^d (1 - q^i t)^{-1} q^{-(d-i)}.$$
On the other hand, using Corollary 8.17 and Lemma 8.18 we get
\[(8.17)\]
\[
\exp \left( \sum_{n \geq 1} (q^n - 1)^{d+1} \text{Trace}(\Psi_{q,G}^n) \frac{t^n}{n} \right) = \exp \left( \sum_{i=0}^{d+1} (-1)^{d+1-i} \left( \frac{d+1}{i} \right) \text{Trace}(\Psi_{q,G}^n) q^{n+i} \frac{t^n}{n} \right)
\]
\[
= \prod_{i=0}^{d+1} \det(\text{Id} - q^i t \Psi_{q,G})^{(-1)^{d+1-i}(d+1)}.
\]
It follows from Lemma 8.15 that each \( \det(\text{Id} - q^i t \Psi_{q,G}) \) has infinite radius of convergence. Since the expressions in (8.16) and (8.17) are equal, we conclude that \( Z(X,qt) \) is the quotient of two formal power series in \( \mathbb{C}_p[t] \) with infinite radius of convergence, hence \( Z(X,t) \) has the same property. \( \square \)

8.4. The rationality of the zeta function

The last ingredient in Dwork’s proof for the rationality of the zeta function is the following proposition. In order to avoid confusion, we denote by \( |m|_\infty \) the usual (Archimedean) absolute value of an integer \( m \).

**Proposition 8.19.** Let \( Z(t) = \sum_{n \geq 0} a_n t^n \) be a formal power series in \( \mathbb{Z}[t] \), that satisfies the following two properties:

1. There are \( C, s > 0 \) such that \( |a_n|_\infty \leq C s^n \) for all \( n \geq 0 \).
2. The image of \( Z \) in \( \mathbb{C}_p[t] \) can be written as a quotient \( \frac{g(t)}{h(t)} \), where \( g, h \in \mathbb{C}_p[t] \) have infinite radii of convergence.

Then \( Z(t) \) lies in \( \mathbb{Q}(t) \).

We first need a lemma that gives a sharper version of the rationality criterion in Proposition 4.13. We will consider a formal power series \( f = \sum_{n \geq 0} a_n t^n \) with coefficients in a field \( K \). For every \( i, N \geq 0 \), we consider the matrix \( A_{i,N} = (a_i + \alpha + \beta)_{0 \leq \alpha, \beta \leq N} \).

**Lemma 8.20.** With the above notation, the power series \( f \) is rational if and only if there is \( N \) such that \( \det(A_{i,N}) = 0 \) for all \( i \gg 0 \).

**Proof.** We have \( f \in K(t) \) if and only if there is a nonzero polynomial \( Q(t) \) such that \( Qf \) is a polynomial. If we write \( Q = b_0 + b_1 t + \ldots + b_N t^N \), then the condition we need is that
\[(8.18)\]
\[
b_N a_i + b_{N-1} a_{i+1} + \ldots + b_0 a_N = 0
\]
for all \( i \gg 0 \). The existence of \( b_0, \ldots, b_N \), not all zero, that satisfy these conditions clearly implies that \( \det(A_{i,N}) = 0 \) for \( i \gg 0 \).

Conversely, suppose that we have \( N \) such that \( \det(A_{i,N}) = 0 \) for \( i \gg 0 \) (say, for \( i \geq i_0 \)), and that \( N \) is minimal with this property. For every \( i \), we put
\[
L_i = (a_i, \ldots, a_{i+N}) \in K^{N+1} \text{ and } L_i' = (a_{i+N-1}, \ldots, a_{i+N}) \in K^N.
\]

**Claim.** We have \( \det(A_{i,N-1}) \neq 0 \) for every \( i \geq i_0 \). If this is the case, since \( \det(A_{i,N}) = 0 \), it follows that for every \( i \geq i_0 + N \), we have \( L_i \in \sum_{j=1}^N L_{i-j} \), so that \( \sum_{i \geq i_0} K \cdot L_i \) is spanned by \( L_{i_0}, \ldots, L_{i_0+N-1} \). In this case, it is clear that we can find \( b_0, \ldots, b_N \) not all zero such that (8.18) holds for all \( i \geq i_0 \). Therefore, in order to complete the proof it is enough to show the claim.
By the minimality assumption in the definition of \( N \), it is enough to show that if \( i \geq i_0 \) and \( \det(A_{i,N-1}) = 0 \), then \( \det(A_{i+1,N-1}) = 0 \). Since \( \det(A_{i,N-1}) = 0 \), we have \( L'_1, \ldots, L'_{i+N-1} \) linearly dependent. We have two cases to consider. If \( L'_{i+1}, \ldots, L'_{i+N-1} \) are linearly dependent, then it is clear that \( \det(A_{i+1,N-1}) = 0 \). On the other hand, if this is not the case, then we can write \( L'_i = \sum_{j=1}^{N-1} c_j L'_{i+j} \). Let us replace in the first row of \( A_{i,N} \) each \( a_{i+\ell} \) by \( a_{i+\ell} - \sum_{j=1}^{N-1} c_j a_{i+\ell+j} \). We thus obtain \( 0 = \det(A_{i,N}) = \det(A_{i+1,N-1}) \cdot \delta \), where \( \delta = a_{i+N} - \sum_{j=1}^{N-1} c_j a_{i+N+j} \).

If \( \delta = 0 \), we clearly get \( \det(A_{i+1,N-1}) = 0 \). On the other hand, if \( \delta = 0 \), then it follows that \( L_i \) lies in the linear span of \( L_{i+1}, \ldots, L_{i+N-1} \). Hence the top-right \( N \)-minor of \( A_{i,N} \) vanishes, but this is precisely \( \det(A_{i+1,N-1}) \). This completes the proof of the claim, hence that of the proposition.

**Proof of Proposition 8.19.** We begin by choosing \( \alpha > 0 \) such that \( \alpha > \frac{\log(n)}{\log(p)} \). We then apply Proposition B.21 to \( h \) and \( R > p^\alpha \), to write \( h = Pu \), where \( P \in \mathbb{C}_p[t] \) and \( u \in \mathbb{C}_p[t] \) is invertible, and \( u \) and \( u^{-1} \) have radius of convergence \( > p^\alpha \). We may clearly assume that \( P(0) = 1 \). We thus can write \( f = \frac{gu^{-1}}{p} \), and the radius of convergence of \( gu^{-1} \) is \( > p^\alpha \). If we write \( gu^{-1} = \sum_{n \geq 0} b_n t^n \), then by Proposition B.18 we have \( \limsup_{m} |b_m|_p^{1/m} < p^{-\alpha} \). Therefore there is \( m_0 \) such that \( (8.19) \quad |b_m|_p \leq p^{-\alpha m_0} \) for all \( m \geq m_0 \).

Let us write \( f = \sum_{n \geq 0} a_n t^n \). Using the notation in Lemma 8.20, we need to show that we can choose \( N \) such that \( \det(A_{i,N}) \) for all \( i \gg 0 \). The key is to compare \( |\det(A_{i,N})|_p \) and \( |\det(A_{i,N})|_\infty \). Using condition 1) is the proposition, we get

\[
|\det(A_{i,N})|_\infty \leq \sum_{\sigma \in S_{n+1}} |\prod_{\alpha = 0}^N |a_{i + \alpha + \sigma(\alpha)}|_\infty \leq C^{N+1}(N+1)! \cdot s^2 \sum_{j=0}^N j!
\]

\[
= C^{N+1}(N+1)! \cdot s^{(N+1)(2i+N)}.
\]

On the other hand, let us write \( P = 1 + \lambda_1 t + \ldots + \lambda_r t^r \), so that \( b_i = a_i + c_1 a_{i-1} + \ldots + c_r a_{i-r} \) for every \( i \geq r \). Suppose that \( N+1 = r+\ell \), and let \( T_0, \ldots, T_N \) denote the columns of the matrix \( A_{i,N} \). Starting with \( j = N \) and going down to \( j = r \), we may replace \( T_j \) by \( T_j + \lambda_1 T_{j-1} + \ldots + \lambda_r T_{j-r} \), without changing \( \det(A_{i,N}) \). In this way, we have replaced in the last \( \ell \) columns each \( a_j \) by \( b_j \). Since all \( a_m \) are in \( \mathbb{Z} \), we have \( |a_m|_p \leq 1 \), and is we assume \( i \geq m_0 \), we deduce using (8.19) that

\[
|\det(A_{i,N})|_p \leq p^{-2\alpha \sum_{j=0}^{\ell-1} (i+r+j)} = p^{-\alpha \ell(2i+2r+\ell-1)}.
\]

It follows from definition that if \( m \) is any nonzero integer, then \( m|_\infty \geq m|_p^{-1} \). We conclude from the above that if \( \det(A_{i,N}) \) is nonzero, then \( p^{\alpha \ell(2i+2r+\ell-1)} \leq |\det(A_{i,N})|_p^{-1} \leq |\det(A_{i,N})|_\infty \leq C^{N+1}(N+1)! s^{(N+1)(2i+N)} \).

By taking log, we get

\[
\alpha \ell(2i+2r+\ell-1) \log(p) \leq (r+\ell)(i+r+\ell) \log(s) + \log(C^{\ell+r}(\ell+r)!).
\]

If \( \ell \) is fixed and \( i \gg 0 \), this can only happen if \( \alpha \ell \cdot \log(p) \leq (r+\ell) \log(s) \). However, by assumption we have \( \alpha \cdot \log(p) > \log(s) \), hence if \( i \gg 0 \) we have \( \alpha \ell \cdot \log(p) > (r+\ell) \log(s) \), and therefore \( \det(A_{i,N}) = 0 \) for all \( i \gg 0 \). This completes the proof of the proposition.

We can now complete Dwork’s proof of the rationality of the zeta function.
Theorem 8.21. If $X$ is a variety defined over a finite field $\mathbf{F}_q$, then the zeta function $Z(X, t)$ is rational.

Proof. We have seen in Remark 2.21 that, arguing by induction on $\dim(X)$, it is enough to show that $Z(X, t)$ is a rational function when $X$ is a hypersurface in $\mathbf{A}^d_{\mathbf{F}_q}$, defined by some nonzero $f \in \mathbf{F}_q[x_1, \ldots, x_d]$. We denote by $H_i$ the hyperplane $(x_i = 0)$, where $1 \leq i \leq d$. For every $I \subseteq \{1, \ldots, d\}$ (including $I = \emptyset$), we put

$$X_I = X \cap \left( \bigcap_{i \in I} H_i \right) \quad \text{and} \quad X^*_I = X_I \setminus \left( \bigcup_{i \notin I} H_i \right).$$

We have a disjoint decomposition into locally closed subsets $X = \bigsqcup_I X^*_I$, hence Proposition 2.12 implies

$$Z(X, t) = \prod_{I \subseteq \{1, \ldots, d\}} Z(X^*_I). \quad (8.20)$$

Note that $X_I$ is isomorphic to a hypersurface in $\mathbf{A}^{d-\#I}_{\mathbf{F}_q}$, and using the notation introduced in §1, we have $Z(X^*_I, t) = \tilde{Z}(X_I, t)$. By Proposition 8.10, we can write $Z(X^*_I, t)$ as the quotient of two formal power series in $\mathbf{C}_p[[t]]$, having infinite radii of convergence. Formula (8.20), implies that $Z(X, t)$ has the same property.

Recall that $Z(X, t)$ has nonnegative integer coefficients. Furthermore, if we write $Z(X, t) = \sum_{n \geq 0} a_n t^n$, then $a_n \leq q^{dn}$ for every $n$. Indeed, we have $|X(\mathbf{F}_{q^n})| \leq q^{dn}$ for every $n \geq 1$. Since the exponential function has non-negative coefficients, we deduce that $a_n \leq b_n$, where

$$\sum_{n \geq 0} b_n t^n = \exp \left( \sum_{n \geq 1} \frac{q^{dn} t^n}{n} \right) = \exp(\log(1 - q^d t)) = \frac{1}{1 - q^d t} = \sum_{n \geq 0} q^{dn} t^n.$$

Therefore $a_n \leq q^{nd}$ for all $n \geq 0$, and we can apply Proposition 8.19 to conclude that $Z(X, t)$ is a rational function. \hfill $\Box$

Note the unlike the proof of the rationality of the zeta function described in Chapter 4 (using $\ell$-adic cohomology), the above proof is much more elementary, as it only uses some basic facts about $p$-adic fields. At the same time, its meaning is rather mysterious. A lot of activity has been devoted to giving a cohomological version; in other words, to constructing a $p$-adic cohomology theory, and a corresponding trace formula, that would “explain” Dwork’s proof. Such cohomology theories are the Monsky-Washnitzer cohomology (which behaves well for smooth affine varieties, see [vdP]) and the crystalline cohomology of Berthelot and Grothendieck (which behaves well for smooth projective varieties, see [Ber]). More recently, Berthelot introduced the rigid cohomology [LeS] that does not require smoothness, and which extends the Monsky-Washnitzer and the crystalline cohomology theories, when these are well-behaved.
APPENDIX A

Quotients by finite groups and ground field extensions

We recall in this appendix some basic facts about quotients of quasiprojective schemes by finite group actions, following [SGA1]. As an application, we discuss in the second section some generalities concerning ground field extensions for algebraic varieties.

A.1. The general construction

Let $Y$ be a scheme of finite type over a field $k$, and let $G$ be a finite group, acting (on the right) on $Y$ by algebraic automorphisms over $k$. We denote by $\sigma_g$ the automorphism corresponding to $g \in G$. A quotient of $Y$ by $G$ is a morphism $\pi: Y \rightarrow W$ with the following two properties:

i) $\pi$ is $G$-invariant, that is $\pi \circ \sigma_g = \pi$ for every $g \in G$.

ii) $\pi$ is universal with this property: for every scheme $Z$ over $k$, and every $G$-invariant morphism $f: Y \rightarrow Z$, there is a unique morphism $h: W \rightarrow Z$ such that $h \circ \pi = f$.

It is clear from this universal property that if a quotient exists, then it is unique, up to a canonical isomorphism. In this case, we write $W = Y/G$.

We start by considering the case when $Y = \text{Spec } A$ is an affine scheme. Note that $G$ acts on $A$ on the left. We show that the induced morphism $\pi: \text{Spec } A \rightarrow W = \text{Spec } A^G$ is the quotient of $Y$ by $G$.

**Proposition A.1.** With the above notation, the following hold:

i) $W$ is a scheme of finite type over $k$, and $\pi$ is a finite, surjective morphism.

ii) The fibers of $\pi$ are precisely the orbits of the $G$-action on $Y$.

iii) The topology on $W$ is the quotient topology.

iv) We have a natural isomorphism $\mathcal{O}_W = \pi_* (\mathcal{O}_Y)^G$.

**Proof.** It is clear that $A^G \hookrightarrow A$ is integral: indeed, for every $u \in A$, we have $P(u) = 0$, where $P = \prod_{g \in G} (x - gu) \in A^G[x]$. Since $A$ is finitely generated over $k$, it follows that there is a finitely generated $k$-algebra $B \subseteq A^G$ such that $A$ is integral over $B$, hence finite over $B$. Since $B$ is Noetherian, it follows that $A^G$ is a finite over $B$. We conclude that $A^G$ is a finitely generated $k$-algebra, and the morphism $\pi$ is finite. Since $A^G \rightarrow A$ is injective, it follows that $\pi$ is surjective.

It is clear that $\pi$ is $G$-invariant, hence each orbit is contained in a fiber. Conversely, if $P,Q$ are primes in $A$ such that $P \cap A^G = Q \cap A^G$, then $P \subseteq \bigcup_{g \in G} gQ$. Indeed, if $u \in P$, then

$$\prod_{g \in G} (gu) \in P \cap A^G = Q \cap A^G,$$
hence there is \( g \in G \) such that \( gu \in Q \). The Prime Avoidance Lemma implies that \( P \subseteq gQ \) for some \( g \in G \). Similarly, we get \( Q \subseteq hP \) for some \( h \in G \). Since \( P \subseteq ghP \), and \( gh \) is an automorphism, we must have \( P = ghP \), hence \( P = gQ \).

This proves ii), and the assertion in iii) is now clear since \( \pi \) is closed, being finite. It is easy to deduce iv) from the fact that if \( f \in A^G \), then \( (A_f)^G = (A_G)_f \). This completes the proof of the proposition. \( \square \)

Remark A.2. Suppose that \( Y \) is a scheme with an action of the finite group \( G \). If \( \pi: Y \rightarrow W \) is a surjective morphism of schemes that satisfies ii)-iv) in Proposition A.1, then \( \pi \) gives a quotient of \( Y \) by \( G \). This is a consequence of the definition of morphisms of schemes. In particular, we see that the morphism \( \pi: Y \rightarrow W \) in Proposition A.1 is such a quotient.

Corollary A.3. If \( \pi: Y \rightarrow W \) is as in the proposition, then for every open subset \( U \) of \( W \), the induced morphism \( \pi^{-1}(U) \rightarrow U \) is the quotient of \( \pi^{-1}(U) \) by the action of \( G \).

Proof. It is clear that since \( \pi \) is a surjective morphism that satisfies ii)-iv) in the above proposition, the morphism \( \pi^{-1}(U) \rightarrow U \) satisfies the same properties. \( \square \)

Suppose now that \( Y \) is a scheme over \( k \), with an action of \( G \). We assume that every \( y \in Y \) has an affine open neighborhood that is preserved by the \( G \)-action. This happens, for example, if \( Y \) is quasiprojective. Indeed, in this case for every \( y \in Y \), the finite set \( \{ \sigma_g(y) \mid g \in G \} \) is contained in some affine open subset \( U \) of \( Y^1 \). After replacing \( U \) by \( \cap_{g \in G} \sigma_g(U) \) (this is again affine, since \( Y \) is separated), we may assume that \( U \) is affine, and preserved by the action of \( G \).

By assumption, we can thus cover \( Y \) by \( U_1, \ldots, U_r \), where each \( U_i \) is affine, and preserved by the \( G \)-action. By what we have discussed so far, we may construct the quotient morphisms \( \pi_i: U_i \rightarrow W_i = U_i/G \). Furthermore, it follows from Corollary A.3 that for every \( i \) and \( j \) we have canonical isomorphisms \( \pi_i(U_i \cap U_j) \simeq \pi_j(U_i \cap U_j) \). We can thus glue these morphisms to get a quotient \( \pi: Y \rightarrow Y/G \) of \( Y \) with respect to the \( G \)-action. Note that this is a finite surjective morphism that satisfies conditions ii)-iv) in Proposition A.1, hence gives a quotient of \( Y \) by the action of \( G \).

Remark A.4. It follows from the above construction that if \( Y \) is reduced, then \( Y/G \) is reduced too.

Remark A.5. The above construction is compatible with field extensions in the following sense. Suppose that \( Y \) is a scheme over \( k \) with an action of the finite group \( G \), such that every point on \( Y \) has an affine open neighborhood preserved by the \( G \)-action. Suppose that \( K/k \) is a field extension, and \( Y_K = Y \times_{\text{Spec } k} \text{Spec } K \). Note that \( Y_K \) has an induced \( G \)-action, and every point on \( Y_K \) has an affine open neighborhood preserved by the \( G \)-action. We have an isomorphism of \( K \)-varieties \( Y_K/G \simeq Y/G \times_{\text{Spec } k} \text{Spec } K \). Indeed, it is enough to consider the case when \( Y = \text{Spec } A \), and in this case the assertion follows from the lemma below.

\[ \text{If } Y \text{ is a locally closed subset of } \mathbb{P}_k^n, \text{ and } x_1, \ldots, x_n \in Y, \text{ then there is a hypersurface } H \text{ in } \mathbb{P}_k^n \text{ that contains } Y \setminus Y, \text{ but does not contain } x_1, \ldots, x_n. \text{ Indeed, by the graded version of Prime Avoidance Lemma, there is a homogeneous element of positive degree in the ideal of } T \setminus Y \text{ (if this set is empty, we take this ideal to be the \textquotedblleft irrelevant\textquotedblright{} maximal ideal), but that does not lie in the ideal of any } \{ x_i \}. \text{ The complement of } H \text{ in } Y \text{ is an affine open subset of } Y \text{ that contains all the } x_i. \]
**Lemma A.6.** Let $V$ and $W$ be $k$-vector spaces, and suppose that a group $G$ acts on $V$ on the left by $k$-linear automorphisms. If we consider on $V \otimes_k W$ the induced $G$-action, then we have a canonical isomorphism $(V \otimes_k W)^G \simeq V^G \otimes_k W$.

**Proof.** We clearly have an inclusion $V^G \otimes_k W \hookrightarrow (V \otimes_k W)^G$. Consider $u \in V \otimes_k W$. If $(b_i)_{i \in I}$ is a $k$-basis of $W$, we can write $u = \sum_i a_i \otimes b_i$ for a unique tuple $(a_i)_{i \in I}$. Since $gu = \sum_i (ga_i) \otimes b_i$, it follows that $gu = u$ if and only if $ga_i = a_i$ for every $i$. Therefore $u \in (V \otimes_k W)^G$ if and only if all $a_i$ lie in $V^G$. 

**Proposition A.7.** Let $G$ and $H$ be finite groups, acting by algebraic automorphisms over $k$ on the schemes $X$ and $Y$, respectively, where $X$ and $Y$ are of finite type over $k$. If both $X$ and $Y$ can be covered by affine open subsets preserved by the action of the corresponding group, then $X \times Y$ satisfies the same property with respect to the product action of $G \times H$, and $X \times Y/G \times H \simeq X/G \times Y/H$.

**Proof.** Let $X = \bigcup_i U_i$ and $Y = \bigcup_j V_j$ be covers by affine open subsets, preserved by the respective group actions. It is clear that $X \times Y = \bigcup_{i,j} U_i \times V_j$ is a cover by affine open subsets preserved by the $G \times H$-action. Furthermore, using Lemma A.6 twice, we obtain

$$(\mathcal{O}(U_i) \otimes_k \mathcal{O}(V_j))^{G \times H} \simeq \mathcal{O}(U_i)^G \otimes_k \mathcal{O}(V_j)^H,$$

and these isomorphisms glue together to give the isomorphism in the proposition.

**Proposition A.8.** Let $G$ be a finite group acting by algebraic automorphisms on a scheme $X$ of finite type over $k$, such that $X$ has an affine open cover by subsets preserved by the $G$-action. Suppose that $H$ is a subgroup of $G$, and $Y$ is an open subset of $X$ such that

i) $Y$ is preserved by the action of $H$ on $X$.

ii) If $Hg_1, \ldots, Hg_r$ are the right equivalence classes of $G$ mod $H$, then $X = \bigcup_{i=1}^r Yg_i$ is a disjoint cover.

In this case the natural morphism $Y/H \to X/G$ is an isomorphism.

**Proof.** Note that by ii), $Y$ is also closed in $X$. Consider a cover $X = \bigcup_j U_j$ by affine open subsets preserved by the $G$-action. Each $V_j = Y \cap U_j$ is an affine open subset of $Y$ preserved by the $H$-action (note that $U_j \cap Y$ is nonempty since $U_j$ must intersect some $Yg_i$). Therefore we have the quotient $Y/H$, and since the natural morphism $Y \to X/G$ is $H$-invariant, we obtain a morphism $\phi: Y/H \to X/G$.

We claim that each $Y \cap U_j \to U_j$ still satisfies i) and ii). Indeed, it is clear that $Y \cap U_j$ is preserved by the $H$-action, and we have $U_j = \bigcup_{i=1}^r (Y \cap U_j)g_i$. Therefore we may assume that $X$ and $Y$ are affine.

It follows from ii) that $\mathcal{O}(X) = \prod_{i=1}^r \mathcal{O}(Yg_i)$, and it is clear that if $\phi \in \mathcal{O}(X)^G$, then $\phi = (\psi g_1^{-1}, \ldots, \psi g_r^{-1})$ for some $\psi \in \mathcal{O}(Y)$, and in fact we must have $\psi \in \mathcal{O}(Y)^H$. This shows that the natural homomorphism $\mathcal{O}(X)^G \to \mathcal{O}(Y)^H$ is an isomorphism.

**Remark A.9.** Given $X$ as in the above proposition, suppose that $Y$ is an open subset of $X$ such that for every $g, h \in G$, the sets $Yg$ and $Yh$ are either equal, or disjoint. In this case i) and ii) are satisfied if we take $H = \{g \in G \mid Yg = Y\}$ and if we replace $X$ by $\bigcup_{g \in G} Yg$. 
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Proposition A.10. Let \( G \) be a finite group acting by algebraic automorphisms on a scheme \( X \) of finite type over \( k \), such that \( X \) has an affine open cover by subsets preserved by the \( G \times H \)-action. If \( H \) is a normal subgroup of \( G \), then \( X/H \) has an induced \( G/H \)-action, and the quotient by this action is isomorphic to \( X/G \).

Proof. Let \( X = \bigcup_i U_i \) be an affine open cover of \( X \), with each \( U_i \) preserved by the \( G \)-action. In particular, each \( U_i \) is preserved by the \( G \)-action, hence the quotient \( X/G \) exists. The action of \( G \) on \( X \) induces an action of \( G/H \) on \( X/H \) by the universal property of the quotient. Note that the \( U_i/H \) give an affine open cover of \( X/H \) by subsets preserved by the \( G/H \)-action. Since we clearly have \( O(U_i)^G = (O(U_i)^H)^{G/H} \), we get isomorphisms of the quotient of \( U_i/H \) by the \( G/H \)-action with \( U_i/G \). These isomorphisms glue to give the required isomorphism. \( \square \)

A.2. Ground field extension for algebraic varieties

Let \( X \) be a variety over a field \( k \) (recall that this means that \( X \) is a reduced scheme of finite type over \( k \)). Let \( K/k \) be a finite Galois extension, with group \( G \), and put \( X_K = X \times_{\text{Spec} k} \text{Spec} K \). Note that this is a variety over \( K \), since the extension \( K/k \) is separable. Since \( K \) is flat over \( k \), we see that the canonical projection \( \pi: X_K \to X \) is flat.

The left action of \( G \) on \( K \) induces a right action of \( G \) on \( \text{Spec} K \), hence on \( X_K \) (note that the corresponding automorphisms of \( X_K \) are \( k \)-linear, but not \( K \)-linear). If \( x \in X_K \) and \( V \) is an affine open neighborhood of \( \pi(x) \), then \( \pi^{-1}(U) \) is an affine open neighborhood of \( x \), preserved by the \( G \)-action. Therefore we may apply to the \( G \)-action on \( X_K \) the considerations in the previous section. In fact, \( \pi \) is the quotient of \( X_K \) by the action of \( G \). Indeed, it is enough to note that if \( U \simeq \text{Spec}(A) \) is an affine open subset of \( X \), then Lemma A.6 gives

\[
(A \otimes_k K)^G = A \otimes_k K^G = A.
\]

By the discussion in the previous section, it follows that \( \pi \) identifies \( X \) with the set of \( G \)-orbits of \( X_K \), with the quotient topology.

If \( Y \to X \) is a closed subvariety, then \( Y_K \to X_K \) is a closed subvariety preserved by the \( G \)-action. The following proposition gives a converse.

Proposition A.11. With the above notation, suppose that \( W \) is a closed subvariety of \( X_K \) preserved by the \( G \)-action. If \( Y = \pi(W) \), then \( W \) is a closed subvariety of \( X \), and \( W = Y_K \).

Proof. Since \( \pi \) is finite, it follows that \( Y \) is closed in \( X \). We clearly have an inclusion \( W \subseteq Y_K \). This is an equality of sets since \( W \) is preserved by the \( G \)-action, and \( \pi \) identifies \( X \) with the set of \( G \)-orbits in \( X_K \). Since both \( W \) and \( Y_K \) are reduced, it follows that \( W = Y_K \). \( \square \)

The above considerations can be easily extended to the case of infinite Galois extensions. In what follows, we assume that \( k \) is perfect, and consider an algebraic closure \( \overline{k} \) of \( k \). Note that \( \overline{k} \) is the union of the finite Galois subextensions \( K \) of \( k \), and we have \( G(\overline{k}/k) \simeq \lim_K G(K/k) \). As above, if \( X \) is a variety over \( k \), we put \( X_{\overline{k}} = X \times_{\text{Spec} k} \text{Spec} \overline{k} \), and let \( \pi: X_{\overline{k}} \to X \) be the canonical projection. Note that since \( k \) is perfect, all fibers of \( \pi \) are reduced. We have a right action of \( G(\overline{k}/k) \) on \( X_{\overline{k}} \), induced by its left action on \( \overline{k} \).
Proposition A.12. If $W$ is a closed subvariety of $X_{\overline{k}}$ that is preserved by the $G$-action, and if $Y = \pi(W)$, then $Y$ is a closed subvariety of $X$, and $W = Y_{\overline{k}}$ (in this case we say that $W$ is defined over $k$).

Proof. The fact that $Y$ is closed in $X$ follows from the fact that $\pi$ is an integral morphism. There is a finite Galois extension $K$ of $k$ such that for some closed subscheme $V$ of $X_K$, we have $V_{\overline{k}} = W$. After replacing $V$ by $V_{\text{red}}$, we may assume that $V$ is reduced, in which case we see that it is the image of $W$ via the canonical projection $X_{\overline{k}} \to X_K$. Since $W$ is preserved by the $G(\overline{k}/k)$-action, it follows that $V$ is preserved by the $G(K/k)$-action (recall that $G(K/k)$ is the quotient of $G(\overline{k}/k)$ by $G(\overline{\mathbb{F}}/K)$). We may thus apply Proposition A.11 to conclude that $V = Y_K$, and therefore $W = Y_{\overline{k}}$. \hfill \square

Proposition A.13. The fibers of the projection $\pi: X_{\overline{k}} \to X$ are the orbits of the $G(\overline{k}/k)$-action on $X_{\overline{k}}$.

Proof. It is clear from definition that $G(\overline{k}/k)$ acts on $X_{\overline{k}}$ by automorphisms over $X$. Suppose now that $x, y \in X_{\overline{k}}$ are such that $\pi(x) = \pi(y)$. There is a finite Galois extension $K$ of $k$ such that both $\{x\}$ and $\{y\}$ are defined over $K$, and let $x_K$ and $y_K$ denote the images of $x$ and $y$, respectively, in $X_K$. Since $x_K$ and $y_K$ lie in the same fiber of $X_K \to X$, we can find $\sigma \in G(K/k)$ such that $x_K \sigma = y_K$. In this case, for every $\tilde{\sigma} \in G(\overline{k}/k)$ that extends $\sigma$, we have $x \tilde{\sigma} = y$. \hfill \square

Proposition A.14. If $X$ is an irreducible variety over $k$, then $G = G(\overline{k}/k)$ acts transitively on the set of irreducible components of $X_{\overline{k}}$.

Proof. Note first that every automorphism of $X_{\overline{k}}$ maps an irreducible component to an irreducible component, hence $G$ indeed has an induced action on the set of irreducible components of $X_{\overline{k}}$. Let $V$ and $W$ be irreducible components of $X_{\overline{k}}$. Since $X_{\overline{k}}$ is flat over $X$, and $X$ is irreducible, it follows that both $V$ and $W$ dominate $X$. Therefore the generic points of $V$ and $W$ lie in the same fiber of $\pi$, and we conclude by applying the previous proposition. \hfill \square

Proposition A.15. If $X$ is a variety over $k$ and $\pi: X_{\overline{k}} \to X$ is the canonical projection, then taking $x \in X$ to the sum of the elements in $\pi^{-1}(x)$ induces a bijection between the set of effective 0-cycles on $X$ of degree $n$ and the set of effective 0-cycles on $X_{\overline{k}}$ that have degree $n$ and that are fixed by $G(\overline{\mathbb{F}}/k)$.

Proof. By Proposition A.13, an effective cycle $\alpha$ on $X_{\overline{k}}$ is invariant by $G(\overline{k}/k)$ if and only if for every closed point $x \in X_{\overline{k}}$ that appears in $\alpha$, all $y \in \pi^{-1}(\pi(x))$ appear in $\alpha$ with the same coefficient. In other words, $\alpha$ can be written as $\sum_{i=1}^{r} \sum_{y \in \pi^{-1}(u_i)} y$ for some $u_1, \ldots, u_r \in X$. In order to complete the proof, it is enough to note that for every $u \in X$, we have $\deg(k(u)/k) = |\pi^{-1}(u)|$ (recall that $\pi^{-1}(u)$ is reduced). \hfill \square

Suppose now that $k = \mathbb{F}_q$ is a finite field. Recall that $G(\overline{k}/k) \cong \widehat{\mathbb{Z}}$, and we may take as a topological generator either the arithmetic Frobenius element $x \mapsto x^q$, or its inverse, the geometric Frobenius element. Let $\sigma$ denote the automorphism of $X_{\overline{k}}$ corresponding to the action of the arithmetic Frobenius element. Recall that the endomorphism $\text{Frob}_{X,k}$ on $X$ induces by base extension the $\overline{k}$-linear endomorphism $F = \text{Frob}_{X,k} \otimes \overline{k}$ of $X_{\overline{k}}$. 
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Proposition A.16. Let $X$ be a variety over $k = \mathbb{F}_q$, and $W$ a closed subvariety of $X_{\overline{k}}$. There is a closed subvariety $Y$ of $X_{\mathbb{F}_q}$ such that $W = Y_{\overline{k}}$ (in which case $Y$ is the image of $W$ in $X_{\mathbb{F}_q}$) if and only if $F^r(W) \subseteq W$.

Proof. After replacing $X$ by $X_{\mathbb{F}_q}$, we may assume that $r = 1$. We have seen in Exercise 2.5 that $\sigma \circ F = F \circ \sigma$, and this is the absolute $q$-Frobenius morphism of $X_{\overline{k}}$ (let’s denote it by $T$). Since $T(W) = W$ for every closed subvariety $W$ of $X_{\overline{k}}$, it is easy to see that $\sigma^{-1}(W) \subseteq W$ if and only if $F(W) \subseteq W$ (in which case $F(W) = W$).

Applying Proposition A.12, we are done if we show that if $\sigma^{-1}(W) \subseteq W$, then $W$ is preserved by $G(k/k)$, this follows from the fact that the action of $G(k/k)$ on $X_{\overline{k}}$ is continuous, where on $X_{\overline{k}}$ we consider the discrete topology. Continuity simply means that the stabilizer of every point in $X_{\overline{k}}$ contains a subgroup of the form $G(k/k)$, for some finite Galois extension $K$ of $k$. This is clear for $X_{\overline{k}}$, since it is clear for $\mathbb{A}^n_{\overline{k}}$, for the point $(u_1, \ldots, u_n) \in \overline{k}^n$, we may simply take $K$ to be the Galois closure of $k(u_1, \ldots, u_n)$.

A.3. Radicial morphisms

We will need the notion of radicial morphism in the next section, in order to discuss quotients of closed subschemes. In this section we recall the definition of this class of morphisms and prove some basic properties.

Proposition A.17. If $f : X \to Y$ is a morphism of schemes, then the following are equivalent:

i) For every field $K$ (which may be assumed algebraically closed), the induced map

$$\text{Hom}(\text{Spec } K, X) \to \text{Hom}(\text{Spec } K, Y)$$

is injective.

ii) For every scheme morphism $Y' \to Y$, the morphism induced by base-change $X \times_Y Y' \to Y'$ is injective.

iii) $f$ is injective, and for every $x \in X$, the extension of residue fields $k(f(x)) \to k(x)$ is purely inseparable.

If $f$ satisfies the above equivalent conditions, one says that $f$ is radicial.

Proof. We first prove i)⇒ii). Let $Y' \to Y$ be a morphism of schemes, and suppose that $x_1, x_2 \in X \times_Y Y'$ are two distinct points that map to the same point $y \in Y'$. Let $K$ be a field extension of $k(y)$ containing both $k(x_1)$ and $k(x_2)$ (note that we may take $K$ to be algebraically closed). The inclusions $k(x_1), k(x_2) \hookrightarrow K$ give two distinct morphisms $\text{Spec } K \to X \times_Y Y'$ such that the induced morphisms to $Y'$ are equal. In particular, the induced morphisms to $Y$ are equal, hence by i) the induced morphisms to $X$ are equal. The universal property of the fiber product shows that we have a contradiction.

We now prove ii)⇒i). Suppose that $\phi, \psi : \text{Spec } K \to X$ induce the same morphism $\text{Spec } K \to Y$, and let $X_K = X \times_Y \text{Spec } K$. By the universal property of the fiber product, $\phi$ and $\psi$ induce morphisms $\tilde{\phi}, \tilde{\psi} : \text{Spec } K \to X_K$ over $\text{Spec } K$. These correspond to two points $x_1, x_2 \in X_K$ and to isomorphisms $K \simeq k(x_i)$. By ii) we have $x_1 = x_2$, hence $\tilde{\phi} = \tilde{\psi}$ and $\phi = \psi$. 


Suppose now that i) holds, and let us deduce iii). The fact that \( f \) is injective follows since we know i) \( \Rightarrow \) k, so let us suppose that \( x \in X \) and \( y = f(x) \) are such that \( k(y) \mapsto k(x) \) is not purely inseparable. In this case there is a field \( K \) and two homomorphisms \( \alpha, \beta: k(x) \to K \) such that \( \alpha \) and \( \beta \) agree on \( k(y) \). We thus get two scheme morphisms \( \text{Spec} \ K \to X \) taking the unique point to \( x \), such that they induce the same morphism \( \text{Spec} \ K \to Y \). This contradicts i).

In order to complete the proof of the proposition, it is enough to show that ii) \( \Rightarrow \) i). Suppose that \( u, v: \text{Spec} \ K \to X \) are such that \( f \circ u = f \circ v \). Since \( f \) is injective, it follows that both \( u \) and \( v \) take the unique point to the same \( x \in X \). We thus have two homomorphisms \( k(x) \to K \) whose restrictions to \( k(f(x)) \) are equal. This shows that \( k(x) \) is not purely inseparable over \( k(f(x)) \), a contradiction. \( \square \)

**Example A.18.** It is clear that every closed immersion is radicial. For a more interesting example, consider a scheme \( X \) over \( \mathbf{F}_p \), and let \( f: X \to X \) be the absolute Frobenius morphism. It is clear that \( f \) is a surjective, radicial morphism (use description iii) in the above proposition).

**Remark A.19.** It follows from either of the descriptions in Proposition A.17 that the class of radicial morphisms is closed under composition and base-change. Of course, the same holds for radicial surjective morphisms.

**Remark A.20.** If \( f: X \to Y \) is a morphism of schemes, it is a consequence of the description iii) in Proposition A.17 that \( f \) is radicial of and only if \( f_{\text{red}}: X_{\text{red}} \to Y_{\text{red}} \) has this property.

**Remark A.21.** The notion of radicial morphism is local on the target: \( f: X \to Y \) is radicial if and only if there is an open cover \( Y = \bigcup_i V_i \) such that each \( f^{-1}(V_i) \to V_i \) is radicial (one can use for this any of the descriptions in Proposition A.17).

**Remark A.22.** A morphism \( f: X \to Y \) of schemes over a field \( k \) is radicial and surjective if and only if for every algebraically closed field \( K \) containing \( k \), the induced map \( f_K: X(K) \to Y(K) \) is bijective. Indeed, Proposition A.17 shows that \( f \) is radicial if and only if all \( f_K \) are injective. Assuming that this is true, it is easy to see that if all \( f_K \) are surjective, then \( f \) is surjective, and the converse follows from the fact that for every \( x \in X \), the extension of residue fields \( k(f(x)) \to k(x) \) is algebraic.

**Example A.23.** If \( \phi: R \to S \) is a morphism of rings of characteristic \( p \) such that

i) The kernel of \( \phi \) is contained in the nilradical of \( R \).

ii) For every \( b \in S \), there is \( m \) such that \( b^{p^m} \in \text{Im}(\phi) \),

then the induced morphism \( \text{Spec} \ S \to \text{Spec} \ R \) is radicial and surjective. Indeed, if \( \mathfrak{p} \) is a prime ideal of \( R \), then there is a unique prime ideal \( \mathfrak{q} \) of \( S \) such that \( \phi^{-1}(\mathfrak{q}) = \mathfrak{p} \), namely

\[
\mathfrak{q} = \{ b \in S \mid b^{p^m} = \phi(a) \text{ for some } a \in \mathfrak{p} \text{ and } m \geq 1 \}.
\]

Furthermore, for every \( u \in S/\mathfrak{q} \), there is \( m \geq 1 \) such that \( u^{p^m} \) lies in the image of \( R/\mathfrak{p} \), hence \( R/\mathfrak{p} \to S/\mathfrak{q} \) is purely inseparable.

**Proposition A.24.** If \( f: X \to Y \) is a morphism of schemes of finite type over a field \( k \) of characteristic zero, then the following are equivalent:

i) \( f \) is radicial and surjective.
\[ \text{ii) } X(\overline{k}) \to Y(\overline{k}) \text{ is bijective, where } \overline{k} \text{ is an algebraic closure of } k. \]

\[ \text{iii) } f \text{ is a piecewise isomorphism, that is, there is a disjoint cover } Y = Y_1 \sqcup \ldots \sqcup Y_m \text{ by locally closed subsets, such that all induced morphisms } f^{-1}(Y_i)_{\text{red}} \to (Y_i)_{\text{red}} \text{ are isomorphisms.} \]

**Proof.** The implication i)\(\Rightarrow\)ii) follows from Remark A.22. Suppose now that \( f \) is a piecewise isomorphism and \( Y = \bigsqcup_i Y_i \) is a disjoint cover as in iii). Given a morphism \( \phi: Y' \to Y \), let \( g: X \times_Y Y' \to Y' \) be the morphism obtained by base-change from \( f \). We get a locally closed disjoint cover \( Y' = \bigsqcup_i Y_i' \), where \( Y_i' = \phi^{-1}(Y_i) \), such that each \( g^{-1}(Y_i')_{\text{red}} \to (Y_i')_{\text{red}} \) is an isomorphism. Therefore \( f \) is radicial, and it is clear that \( f \) is surjective. Therefore in order to finish the proof of the proposition it is enough to show that if \( f \) satisfies ii), then \( f \) is a piecewise isomorphism.

Arguing by Noetherian induction, we may assume that the property holds for \( f^{-1}(Z) \to Z \), for every proper closed subset \( Z \) of \( Y \). Therefore whenever it is convenient, we may replace \( f \) by \( f^{-1}(U) \to U \), where \( U \) is a nonempty open subset of \( Y \). We may put on both \( X \) and \( Y \) their reduced scheme structures, and therefore assume that they are reduced. If \( Y_1, \ldots, Y_r \) are the irreducible components of \( Y \), we may replace \( Y \) by \( Y_1 \setminus \cup_{i \neq 1} Y_i \) and therefore assume that \( Y \) is irreducible.

Since \( X(\overline{k}) \to Y(\overline{k}) \) is injective, we deduce that there is a unique irreducible component of \( X \) that dominates \( Y \). Therefore there is an open subset \( U \) in \( Y \) such that \( f^{-1}(U) \) does not meet the other irreducible components of \( X \). After replacing \( Y \) by \( U \), we may assume that both \( X \) and \( Y \) are irreducible. Let \( d = \deg(K(X)/K(Y)) \). It is enough to show that \( d = 1 \), since in this case \( f \) is birational, hence there is an open subset \( U \) of \( X \) such that \( f^{-1}(U) \to U \) is an isomorphism.

Since we are in characteristic zero, \( f \) is generically smooth, that is, there are open subsets \( V \subseteq X \) and \( W \subseteq Y \) such that \( f \) induces a smooth morphism \( g: V \to W \). It follows from [Har, Exercise II.3.7] that there is an open subset \( W' \) of \( W \) such that \( g^{-1}(W') \to W' \) is finite. After restricting further to an open subset of \( W' \), we may assume that \( W' \) is affine, and \( \mathcal{O}(g^{-1}(W')) \) is free of rank \( d \) over \( \mathcal{O}(W') \). Since all fibers of \( g^{-1}(W') \times_k \overline{k} \to W' \times_k \overline{k} \) are reduced, it follows that each such fiber has \( d \) elements, so by assumption \( d = 1 \). This completes the proof of the proposition. 

\[ \Box \]

**A.4. Quotients of locally closed subschemes**

**Proposition A.25.** Let \( X \) be a scheme of finite type over \( k \), and \( G \) a finite group acting on \( X \) by algebraic automorphisms over \( k \). We assume that \( X \) is covered by affine open subsets preserved by the \( G \)-action, and let \( \pi: X \to X/G \) be the quotient morphism. If \( W \) is a locally closed subscheme of \( X \) such that \( G \) induces an action on \( W \), then the canonical morphism \( W/G \to \pi(W) \) is radicial and surjective.

**Proof.** We first need to show that \( W/G \) exists, and that we have an induced morphism \( W/G \to X/G \). If \( \overline{W} \) is the closure of \( W \) (with the image scheme structure), then \( W \) is an open subscheme of \( \overline{W} \), which is a closed subscheme of \( X \). Furthermore, \( G \) has an induced action on \( \overline{W} \). It follows that it is enough to consider separately the cases when \( W \) is an open or a closed subscheme of \( X \). If \( W \) is an open subscheme, then the assertion is clear: \( \pi(W) \) is open in \( X/G \), and we have seen that \( W = \pi^{-1}(\pi(W)) \to \pi(W) \) is the quotient of \( W \) by the \( G \)-action.
Suppose now that $W$ is a closed subscheme of $X$, and consider $π(W)$ (with the image scheme structure). Note first that since $π(W)$ can be covered by affine open subsets, and $π$ is finite, it follows that $W$ is covered by affine open subsets that are preserved by the $G$-action. In particular, $W/G$ exists, and the $G$-invariant morphism $W → X → X/G$ induces a morphism $φ: W/G → X/G$. It is clear that the image of this morphism is $π(W)$. In order to show that $φ$ is radicial, we may assume that $X = \text{Spec } A$ is affine (simply consider an affine cover of $X$ by affine open subsets preserved by the $G$-action). Let $I$ denote the ideal defining $W$. If $B$ is the image of $A^G → (A/I)^G$, then it is enough to prove that $\text{Spec}(A/I)^G → \text{Spec } B$ is radicial. In light of Example A.23, this is a consequence of the more precise statement in the lemma below. □

**Lemma A.26.** Let $A$ be a finitely generated $k$-algebra, and let $G$ be a finite group acting on $A$ by $k$-algebra automorphisms. Suppose that $I ⊆ A$ is an ideal preserved by the $G$-action. If $p^n$ is the largest power of $p = \text{char}(k)$ that divides $|G|$ (we make the convention that $p^n = 1$ if $\text{char}(k) = 0$), then for every $b ∈ (A/I)^G$, we have $b^p^n ∈ \text{Im}(A^G → (A/I)^G)$.

**Proof.** The argument that follows is inspired from [KM, p.221]. We write it assuming $p > 0$, and leave for the reader to do the translation when $\text{char}(k) = 0$.

Let $u ∈ A$ be such that $b = \overline{u} ∈ A/I$ is $G$-invariant. Since $gu − u ∈ I$ for every $g ∈ G$, we have the following congruence in the polynomial ring $A[x]$: \[ \prod_{g ∈ G} (1 + (gu)x) \equiv (1 + ux)^{|G|} \mod IA[x]. \]

The polynomial on the left-hand side has coefficients in $A^G$, hence by considering the coefficient of $x^{p^n}$ on the right-hand side, we conclude that $\binom{|G|}{p^n} u^{p^n}$ is congruent mod $I$ to an element in $A^G$. Since $\binom{|G|}{p^n}$ is invertible in $k^2$, it follows that $\overline{u}^{p^n}$ lies in the image of $R^G$. □

**Remark A.27.** It follows from the proof of Proposition A.25 and Lemma A.26 that if $\text{char}(k)$ does not divide $|G|$, then under the assumptions in Proposition A.25, the morphism $W/G → π(W)$ is an isomorphism. In particular, this is the case for every $G$ if $\text{char}(k) = 0$.

---

2It is easy to show this by computing the exponent of $p$ in this binomial coefficient. On the other hand, this is also a consequence of Lucas’ theorem, see [Gra]: if $|G| = p^n m$, with $m$ and $p$ relatively prime, then $\binom{|G|}{p^n} \equiv m \pmod{p}$. 
APPENDIX B

Basics of $p$-adic fields

We collect in this appendix some basic facts about $p$-adic fields that are used in Chapter 8. In the first section we review the main properties of $p$-adic fields, in the second section we describe the unramified extensions of $\mathbb{Q}_p$, while in the third section we construct the field $\mathbb{C}_p$, the smallest complete algebraically closed extension of $\mathbb{Q}_p$. In §4 section we discuss convergent power series over $p$-adic fields, and in the last section we give some examples. The presentation in §2-§4 follows [Kob].

B.1. Finite extensions of $\mathbb{Q}_p$

We assume that the reader has some familiarity with $I$-adic topologies and completions, for which we refer to [Mat]. Recall that if $(R, \mathfrak{m})$ is a DVR with fraction field $K$, then there is a unique topology on $K$ that is invariant under translations, and such that a basis of open neighborhoods of 0 is given by $\{\mathfrak{m}^i \mid i \geq 1\}$. This can be described as the topology corresponding to a metric on $K$, as follows. Associated to $R$ there is a discrete valuation $v$ on $K$, such that for every nonzero $u \in R$, we have $v(u) = \max\{i \mid u \notin \mathfrak{m}^i\}$. If $0 < \alpha < 1$, then by putting $|u| = \alpha^{v(u)}$ for every nonzero $u \in K$, and $|0| = 0$, one gets a non-Archimedean absolute value on $K$. This means that $|\cdot|$ has the following properties:

i) $|u| \geq 0$, with equality if and only if $u = 0$.

ii) $|u + v| \leq \max\{|u|, |v|\}$ for every $u, v \in K$.

iii) $|uv| = |u| \cdot |v|$ for every $u, v \in K$.

In this case, by taking $d(x, y) = |x - y|$ we get a non-Archimedean metric on $K$ such that the corresponding topology is the unique topology mentioned above. Note that the topology is independent of the choice of $\alpha$. It is clear that addition, multiplication, and taking the inverse of a nonzero element are all continuous.

The completion of $R$ is defined algebraically as $\widehat{R} = \varprojlim R/\mathfrak{m}^i$. It is a general fact that $R$ is local and Noetherian, and the canonical morphism $R \to \widehat{R}$ is injective. Furthermore, the maximal ideal in $\widehat{R}$ is $\mathfrak{m} \cdot \widehat{R}$, and for all $i \geq 1$ we have $R/\mathfrak{m}^i \simeq \widehat{R}/\mathfrak{m}^i \widehat{R}$. This implies that $\dim(\widehat{R}) = \dim(R) = 1$. Since the maximal ideal in $\widehat{R}$ is principal (being generated by a generator $\pi$ of $\mathfrak{m}$), it is easy to see that $\widehat{R}$ is a DVR. Furthermore, we have $\widehat{K} := \text{Frac}(\widehat{R}) = \widehat{R}[1/\pi] = K \otimes_R \widehat{R}$. In particular, we have a valuation and a non-Archimedean absolute value on $\widehat{K}$ that extend the corresponding ones on $K$. In fact, $\widehat{K}$ is the completion of $K$ with respect to the

\footnote{A useful observation is that we automatically get that this is an equality if $|u| \neq |v|$.}

\footnote{This means that we have the strong triangle inequality $d(x, y) \leq d(x, z) + d(y, z)$ for all $x$, $y$, and $z$.}
topology defined by $| \cdot |$, and the absolute value on $\hat{K}$ is the unique one extending the absolute value on $K$.

Suppose now that $p$ is a fixed prime integer. We apply the above discussion to $K = \mathbb{Q}$, where $R = \mathbb{Z}_{(p)}$ is the localization of $\mathbb{Z}$ at the maximal ideal $p\mathbb{Z}$. The corresponding topology on $\mathbb{Q}$ is the $p$-adic topology, and the corresponding absolute value, with $\alpha = \frac{1}{p}$ is denoted by $| \cdot |_p$. The field $\hat{K}$ is the field of $p$-adic rational numbers $\mathbb{Q}_p$, and $\hat{R}$ is the ring of $p$-adic integers $\mathbb{Z}_p$. The corresponding valuation and absolute value on $\mathbb{Q}_p$ are denoted by $\ord_p$, and respectively, $| \cdot |_p$.

We now recall Hensel’s Lemma, one of the basic results about complete local rings. For a proof, see [Mat, Theorem 8.3]. Let $(A, \mathfrak{m}, k)$ be a complete local ring. For a polynomial $g \in A[x]$, we denote by $\overline{g}$ its image in $k[x]$.

**Proposition B.1.** With the above notation, suppose that $f \in A[x]$ is a monic polynomial. If $u, v \in k[x]$ are relatively prime monic polynomials such that $\overline{f} = uv$, then there are monic polynomials $g, h \in A[x]$ such that

i) $f = gh$

ii) $\overline{g} = u$ and $\overline{h} = v$.

A consequence of the above proposition is that (keeping the notation) $B$ is a finite $A$-algebra such that $B/\mathfrak{m}B$ splits as the product of two (nonzero) rings, then the same holds for $B$. Indeed, the hypothesis gives the existence of an idempotent $u \in B$ such that $u \neq 0, 1$. Applying Hensel’s Lemma for the decomposition $x^2 - x = (x - u)(x - (1 - u))$ in $k[x]$, we get an idempotent in $B$ different from 0 and 1. In particular, we see that if $B$ is a domain, then the zero-dimensional ring $B/\mathfrak{m}B$ is local, hence $B$ is local, too.

A $p$-adic field is a finite field extension of $\mathbb{Q}_p$. If $K$ is such a field, we denote by $\mathcal{O}_K$ the ring of integers in $K$ (that is, the integral closure of $\mathbb{Z}_p$ in $K$). It is easy to see that since every element $u \in K$ is algebraic over $\mathbb{Q}_p$, there is $a \in \mathbb{Z}_p$ such that $au \in \mathcal{O}_K$. Therefore $\mathbb{Q}_p \otimes_{\mathbb{Z}_p} \mathcal{O}_K = K$ and $K$ is the fraction field of $\mathcal{O}_K$.

Since $\mathbb{Z}_p$ is a DVR, it is well-known that $\mathcal{O}_K$ is a finite $\mathbb{Z}_p$-algebra (see [Lang, Precise]). Therefore the discussion after Proposition B.1 implies that $\mathcal{O}_K$ is a local ring (and the inclusion $\mathbb{Z}_p \hookrightarrow \mathcal{O}_K$ is local, since $\mathcal{O}_K$ is finite over $\mathbb{Z}_p$). Furthermore, since $\dim(\mathcal{O}_K) = \dim(\mathbb{Z}_p) = 1$, and $\mathcal{O}_K$ is clearly normal, we conclude that $\mathcal{O}_K$ is again a DVR.

If $v_K$ is the discrete valuation of $K$ corresponding to $\mathcal{O}_K$, then $e_K := v_K(p)$ is the ramification index of $K$ over $\mathbb{Q}_p$. We say that $K$ is unramified over $\mathbb{Q}_p$ if $e_K = 1$. It is clear that for every $u \in \mathbb{Q}_p$, we have $v_K(u) = e_K \cdot \ord_p(u)$. The $p$-adic absolute value on $K$ is defined by $|u|_K = \left(\frac{1}{p}\right)^{v_K(u)/e_K}$. Note that for $u \in \mathbb{Q}_p$, this agrees with the definition we gave before. We have $\mathcal{O}_K = \{u \in K, |u|_K \leq 1\}$, and the maximal ideal in $\mathcal{O}_K$ is $\mathfrak{m}_K = \{u \in K, |u| < 1\}$.

Since every ideal in $\mathbb{Z}_p$ is generated by some $p^n$, and $\mathcal{O}_K$ is clearly torsion-free, it follows that $\mathcal{O}_K$ is flat over $\mathbb{Z}_p$. We deduce that $\mathcal{O}_K$ is a free module over $\mathbb{Z}_p$, and its rank is clearly equal to $n = [K : \mathbb{Q}_p]$. Let $\pi_K$ denote a generator of the maximal ideal $\mathfrak{m}_K$. The quotient $\mathcal{O}_K/p\mathcal{O}_K$ is free of rank $n$ over $\mathbf{F}_p$; on the other hand, it has a filtration

\[ (0) \subset m_K^{e_K-1}/m_K^{e_K} \subset \ldots \subset m_K/m_K^{e_K} \subset \mathcal{O}_K/m_K^{e_K}, \]

with each successive quotient isomorphic to $\mathcal{O}_K/m_K$. We deduce that if $f = [\mathcal{O}_K/m_K : \mathbf{F}_p]$, then $n = cf$. 


B.2. Unramified Extensions of $\mathbb{Q}_p$ and Teichmüller Lifts

Exercise B.2. Let $K$ be a $p$-adic field.

i) Show that a basis of open neighborhoods of 0 in $\mathcal{O}_K$ is given by \( \{ p^n \mathcal{O}_K \mid m \geq 1 \} \).

ii) Deducing that if we choose an isomorphism of $\mathbb{Z}_p$-modules $\mathcal{O}_K \simeq \mathbb{Z}_p^n$, the topology on $\mathcal{O}_K$ corresponds to the product topology on $\mathbb{Z}_p^n$.

iii) Deducing that $\mathcal{O}_K$ is complete (and therefore so is $K$).

Exercise B.3. Let $K \subset L$ be two finite extensions of $\mathbb{Q}_p$.

ii) Show that if $e_{L/K}$ is defined by $\pi_K \mathcal{O}_L = (\pi_L)^{e_{L/K}}$, and $f_{L/K} = [\mathcal{O}_L/\mathfrak{m}_L : \mathcal{O}_K/\mathfrak{m}_K]$, then $e_L = e_K \cdot e_{L/K}$ and $f_L = f_K \cdot f_{L/K}$. Deducing that $[L : K] = e_{L/K} f_{L/K}$.

Exercise B.4. Let $K$ be a finite Galois extension of $\mathbb{Q}_p$. Show that if $\sigma \in G(K/\mathbb{Q}_p)$, then $|\sigma(u)|_p = |u|_p$ for every $u \in K$. Deduce that for every $p$-adic field $K$ and every $u \in K$, we have $|u|_p = N_{K/\mathbb{Q}_p}(u)^{1/n}$, where $n = [K : \mathbb{Q}_p]$.

Suppose now that $(K, |\cdot|)$ is an arbitrary field endowed with a non-Archimedean absolute value, and we consider on $K$ the corresponding metric space structure. The following exercise gives some special features of the non-Archimedean setting.

Exercise B.5. With $K$ as above, suppose that $(a_n)_{n \geq 1}$ is a sequence of elements of $K$.

i) Show that $(a_n)$ is Cauchy if and only if $\lim_{n \to \infty} (a_n - a_{n+1}) = 0$.

ii) Show that if $K$ is complete, then the series $\sum_{n \geq 1} a_n$ is convergent if and only if $\lim_{n \to \infty} a_n = 0$.

iii) Show that if the series $\sum_{n \geq 1} a_n$ is convergent, then for every permutation $\sigma$ of $\mathbb{Z}_{> 0}$, we have $\sum_{n \geq 1} a_{\sigma(n)} = \sum_{n \geq 1} a_n$.

B.2. Unramified extensions of $\mathbb{Q}_p$ and Teichmüller lifts

Our main goal in this section is to describe the unramified extensions of $\mathbb{Q}_p$, and the morphisms between them. We will also take this opportunity to discuss Teichmüller lifts of elements in a finite field. In order to state the results, it is convenient to fix an algebraic closure $\overline{\mathbb{Q}_p}$ of $\mathbb{Q}_p$. The following is the main result of this section.

Theorem B.6. The unramified extensions of $\mathbb{Q}_p$ in $\overline{\mathbb{Q}_p}$ are described as follows.

i) For every $n$, there is a unique unramified extension of $\mathbb{Q}_p$ in $\overline{\mathbb{Q}_p}$ of degree $n$, denoted by $\mathbb{Q}_p^{(n)}$. This can be obtained by attaching to $\mathbb{Q}_p$ a primitive root of 1 of order $p^n - 1$.

ii) If $K \subseteq \overline{\mathbb{Q}_p}$ is a finite extension of $\mathbb{Q}_p$ and $f = f_K$, then $\mathbb{Q}_p^{(f)} \subseteq K$, and this extension is totally ramified.

iii) $\mathbb{Q}_p^{(n)}$ is a Galois extension of $\mathbb{Q}_p$, and we have an isomorphism of Galois groups $G(\mathbb{Q}_p^{(n)}/\mathbb{Q}_p) \to G(\mathbb{F}_p^{(n)}/\mathbb{F}_p)$, that associates to an automorphism of $\mathbb{Q}_p^{(n)}$ the induced automorphism of the residue field.
PROOF. We begin by showing that for every \( n \geq 1 \), there is an unramified extension of \( \mathbb{Q}_p \) of degree \( n \). Let \( u \in \mathbb{F}_{p^n}^* \) be a multiplicative generator. Since \( \mathbb{F}_{p^n} = \mathbb{F}_p(u) \), it follows that the minimal polynomial \( P \in \mathbb{F}_p[x] \) of \( u \) over \( \mathbb{F}_p \) has degree \( [\mathbb{F}_{p^n} : \mathbb{F}_p] = n \). Let \( \tilde{P} \in \mathbb{Z}_p[x] \) be a monic polynomial lifting \( P \). Since \( P \) is irreducible, it follows that \( \tilde{P} \) is irreducible. Let \( w \in \overline{\mathbb{Q}_p} \) be a root of \( \tilde{P} \), and put \( L = \mathbb{Q}_p(w) \). We have \([L : \mathbb{Q}_p] = \deg(\tilde{P}) = n\), and since \( \tilde{P} \) is monic, we see that \( w \in \mathcal{O}_L \). Let \( \mathfrak{m}_L \) denote the maximal ideal in \( \mathcal{O}_L \). The image \( \overline{w} \in \mathcal{O}_L / \mathfrak{m}_L \) of \( w \) satisfies \( P(\overline{w}) = 0 \), hence \( w \) is a conjugate of \( u \), so that \( f_L \geq n \). Since \( e_L f_L = n \), we conclude that \( f_L = n \), and the extension \( L/\mathbb{Q}_p \) is unramified. We thus have unramified extensions of \( \mathbb{Q}_p \) of arbitrary degree.

Let us consider an arbitrary extension \( K \) of \( \mathbb{Q}_p \) of degree \( d \), contained in \( \overline{\mathbb{Q}_p} \). We put \( e = e_K \) and \( f = f_K \). Let \( \alpha \) be a multiplicative generator of \( (\mathcal{O}_K / \mathfrak{m}_K)^* \). We claim that there is a lifting \( \tilde{\alpha} \in \mathcal{O}_K \) of \( \alpha \) such that \( \tilde{\alpha}^{p^j - 1} = 1 \). We can write \( x^{p^j - 1} - 1 = (x - \tilde{\alpha})G(x) \) for a monic polynomial \( G \in \mathbb{F}_{p^n}[x] \). Since \( G(\alpha) \neq 0 \), it follows from Proposition B.1 that we can write \( x^{p^j - 1} - 1 = (x - \tilde{\alpha})G(x) \) for some \( \tilde{\alpha} \in \mathcal{O}_K[x] \), and some lift \( \tilde{\alpha} \in \mathcal{O}_K \) of \( \alpha \). This proves our claim. Note that \( \tilde{\alpha} \) is a primitive root of 1 of order \( p^j - 1 \): if \( \tilde{\alpha}^i = 1 \) for some \( 0 < i < p^j - 1 \), then \( \alpha^i = 1 \), a contradiction. It is clear that \( f_{\mathbb{Q}_p}(\tilde{\alpha}) \geq [\mathbb{F}_p(\alpha) : \mathbb{F}_p] = f \), and since the reverse inequality follows from \( \mathbb{Q}_p(\tilde{\alpha}) \subseteq K \), we have \( f_{\mathbb{Q}_p}(\tilde{\alpha}) = f \) and the extension \( K/\mathbb{Q}_p(\tilde{\alpha}) \) is totally ramified.

Suppose now that \( K \) is unramified over \( \mathbb{Q}_p \), hence \( e = 1 \). The above shows that \( K = \mathbb{Q}_p(\alpha) \). Therefore every unramified degree \( n \) extension of \( \mathbb{Q}_p \) is obtained by adjoining to \( \mathbb{Q}_p \) a primitive root \( \tilde{\alpha} \) of 1 of order \( p^n - 1 \). Since such an extension is clearly independent of the choice of the primitive root, we get the assertion in i). We note that from the construction we also get that the image \( \alpha \) of \( \tilde{\alpha} \) in the residue field of \( K \) is again a primitive root of 1 of order \( p^n - 1 \).

Returning to the case of an arbitrary \( K \) as above, we see that \( \mathbb{Q}_p(\tilde{\alpha}) = \mathbb{Q}_p^{(f)} \), hence the assertion in ii).

For every \( \sigma \in G(\overline{\mathbb{Q}_p}/\mathbb{Q}_p) \), note that \( \sigma(\mathbb{Q}_p^{(n)}) \) is an unramified extension of \( \mathbb{Q}_p \) of degree \( n \), hence by the uniqueness statement in i), it is equal to \( \mathbb{Q}_p^{(n)} \). This shows that the extension \( \mathbb{Q}_p^{(n)}/\mathbb{Q}_p \) is Galois (it is separable since \( \text{char}(\mathbb{Q}_p) = 0 \)). It is clear that an automorphism \( \sigma \) of \( L = \mathbb{Q}_p^{(n)} \) induces an automorphism of \( \mathcal{O}_L \), hence an automorphism \( \sigma \) of the residue field \( \mathcal{O}_L / \mathfrak{m}_L \). We thus get a group homomorphism \( G := G(\mathbb{Q}_p^{(n)}/\mathbb{Q}_p) \to G(\mathbb{F}_{p^n}/\mathbb{F}_p) \). Since both groups have \( n \) elements, it is enough to show that this is an injective morphism. We have seen that \( \mathbb{Q}_p^{(n)} = \mathbb{Q}_p(\tilde{\alpha}) \), where \( \tilde{\alpha} \in \overline{\mathbb{Q}_p} \) is a primitive root of 1 of order \( p^n - 1 \), and the image \( \alpha \) of \( \tilde{\alpha} \) in the residue field is again a primitive root of 1 of order \( p^n - 1 \). Every \( \sigma \in G \) satisfies \( \sigma(\tilde{\alpha}) = \alpha^i \) for some \( i \). If \( \sigma = \text{id} \), then \( \alpha = \sigma(\alpha) = \alpha^i \), hence \( \alpha = \tilde{\alpha}^i \), and we see that \( \sigma = \text{id} \). This completes the proof of iii), and thus the proof of the theorem. \( \square \)

**Corollary B.7.** We have \( \mathbb{Q}_p^{(m)} \subseteq \mathbb{Q}_p^{(n)} \) if and only if \( m \) divides \( n \).

**Proof.** If \( \mathbb{Q}_p^{(m)} \subseteq \mathbb{Q}_p^{(n)} \), then \( m = [\mathbb{Q}_p^{(m)} : \mathbb{Q}] \) divides \( n = [\mathbb{Q}_p^{(n)} : \mathbb{Q}] \). Conversely, suppose that \( m \mid n \), so that \( r = \frac{n}{m} \) is an integer. If \( \beta \in \overline{\mathbb{Q}_p} \) is a primitive root of 1 of order \( p^n - 1 \), then \( \beta^r \) is a primitive root of 1 of order \( p^m - 1 \), and \( \mathbb{Q}_p^{(m)} = \mathbb{Q}_p(\beta^r) \subseteq \mathbb{Q}_p(\beta) = \mathbb{Q}_p^{(n)} \). \( \square \)
We end this section by discussing the Teichmüller lift of an element in a finite field. For every $n \geq 1$, let $\mathbb{Z}_p^{(n)}$ denote the ring of integers of $\mathbb{Q}_p^{(n)}$.

**Proposition B.8.** For every $u \in F_{p^n}$, there is a unique $\tilde{u} \in \mathbb{Z}_p^{(n)}$ that is a lift of $u$, and such that $\tilde{u}^{p^n} = u$.

The element $\tilde{u}$ in the above proposition is the Teichmüller lift of $u$. We start with a lemma.

**Lemma B.9.** If $I$ is an ideal in a commutative ring $A$, and if $u, v \in A$ are such that $u \equiv v \pmod{pI}$, then $u^{p^i} \equiv v^{p^i} \pmod{p^{i+1}I}$ for every $i \geq 1$.

**Proof.** Arguing by induction on $i$, we see that it is enough to prove the case $i = 1$. Write $u = v + a$, where $a \in pI$, hence

$$u^p - v^p = \sum_{j=1}^{p} \binom{p}{j} v^{p-j} a^j.$$ 

Since $a^j \in p^2 I^2$ for every $j \geq 2$, and $pa \in p^2 I$, we get the assertion in the lemma. \qed

**Proof of Proposition B.8.** For the existence part, it is clear that if $u = 0$, then we may take $\tilde{u} = 0$. Suppose now that $u$ is nonzero. We have seen in the proof of Theorem B.6 that $\mathbb{Q}_p^{(n)} = \mathbb{Q}_p(\tilde{\alpha})$, where $\tilde{\alpha} \in \mathbb{Q}_p$ is a primitive root of $1$ of order $p^n - 1$, and its image $\alpha \in F_{p^n}$ is again a primitive root of $1$ of order $p^n - 1$. Therefore $\alpha$ is a multiplicative generator of $F_{p^n}$, hence there is $m$ such that $u = \alpha^m$. Since $\tilde{\alpha} \in \mathbb{Z}_p^{(n)}$, if we take $\tilde{u} = \tilde{\alpha}^m$, this has the required properties.

In order to prove uniqueness, suppose that $\tilde{u}, \tilde{v} \in \mathbb{Z}_p^{(n)}$ both satisfy the conditions in the proposition. In particular, we have $\tilde{u} \equiv \tilde{v} \pmod{p\mathbb{Z}_p^{(n)}}$, and the lemma implies $\tilde{u}^{p^{ni}} \equiv \tilde{v}^{p^{ni}} \pmod{p^{ni+1}\mathbb{Z}_p^{(n)}}$ for every $i \geq 1$. Since $\tilde{u}^p = \tilde{u}$ and $\tilde{v}^p = \tilde{v}$, we conclude that $\tilde{u} - \tilde{v} \in \bigcap_{i \geq 1} p^{ni}\mathbb{Z}_p^{(n)}$, hence $\tilde{u} = \tilde{v}$. \qed

**Corollary B.10.** Every element in $\mathbb{Z}_p^{(n)}$ has a unique expression as the sum of a series $\sum_{i \geq 0} a_ip^i$, where $a_i p^n = a_i$ for every $i$.

**Proof.** Given $u \in \mathbb{Z}_p^{(n)}$, let $a_0$ be the Teichmüller lift of the image of $u$ in $F_{p^n}$, so that $u - a_0 = pu_1$, for some $u_1 \in \mathbb{Z}_p^{(n)}$. Repeating this construction for $u_1$, etc., we see that we can write $u$ as a sum as in the corollary. For uniqueness, note that if we have two expressions as in the statement

$$u = \sum_{i \geq 0} a_ip^i = \sum_{i \geq 0} b_ip^i,$$

then $a_0 = b_0$ by Proposition B.8, and then $\sum_{i \geq 1} a_ip^{i-1} = \sum_{i \geq 1} b_ip^{i-1}$, and we repeat. \qed

**Remark B.11.** Note that if $m$ divides $n$, then $F_{p^m} \subseteq F_{p^n}$ and $\mathbb{Q}_p^{(m)} \subseteq \mathbb{Q}_p^{(n)}$. It follows from the uniqueness part in Proposition B.8 that the Teichmüller lift $\tilde{u}$ of an element $u \in F_{p^m}$ is equal to the Teichmüller lift of $u$ when considered as an element in $F_{p^n}$.

**Remark B.12.** If $\tilde{u}$ and $\tilde{v}$ are the Teichmüller lifts of $u, v \in F_{p^n}$, respectively, then $\tilde{uv}$ is the Teichmüller lift of $uv$. Indeed, it is clear that $\tilde{uv}$ satisfies both conditions in the definition of a Teichmüller lift.
B.3. The field $\mathbb{Q}_p$

In this section we follow closely the presentation in [Kob, Chapter III.3]. Let $\overline{\mathbb{Q}}_p$ be an algebraic closure of $\mathbb{Q}_p$. We can write $\mathbb{Q}_p = \bigcup_K K$, where $K$ varies over the finite extensions of $\mathbb{Q}_p$. By Exercise B.3 the absolute values on the various $K$ are compatible, hence we get a non-Archimedean absolute value $| \cdot |_p$ on $\overline{\mathbb{Q}}_p$, that restricts on each $K$ to the one we have defined. As in §1, this gives a non-Archimedean metric on $\overline{\mathbb{Q}}_p$, and each finite extension $K$ of $\mathbb{Q}_p$ is a metric subspace of $\overline{\mathbb{Q}}_p$. The ring of integers $\mathcal{O}_{\overline{\mathbb{Q}}_p}$ of $\overline{\mathbb{Q}}_p$ is the union $\bigcup_K \mathcal{O}_K$, hence it is the set of elements of $\overline{\mathbb{Q}}_p$ that are integral over $\mathbb{Z}_p$. We may also describe this as $\{ u \in \overline{\mathbb{Q}}_p | |u|_p \leq 1 \}$.

Exercise B.13. Show that $\mathcal{O}_{\overline{\mathbb{Q}}_p}$ is a local ring, with maximal ideal $m = \{ u \in \overline{\mathbb{Q}}_p | |u|_p < 1 \}$. Prove that there is an isomorphism $\mathcal{O}_{\overline{\mathbb{Q}}_p}/m \simeq \mathbb{F}_p$.

Proposition B.14. The field $\overline{\mathbb{Q}}_p$, with the metric described above, is not complete.

Proof. We need to construct a Cauchy non-convergent sequence in $\overline{\mathbb{Q}}_p$. We start by choosing for every $i \geq 0$ a primitive root $b_i \in \overline{\mathbb{Q}}_p$ of $1$ of order $p^{2^i} - 1$. Let $K_i = \mathbb{Q}_p(b_i)$. It follows from Theorem B.6 that $[K_i : \mathbb{Q}_p] = 2^i$. If $i < j$, then $p^{2^j} - 1$ divides $p^{2^i} - 1$. This implies that $b_i$ is a power of $b_j$, hence we have $K_i \subseteq K_j$.

We take $a_i = b_0p^{N_0} + b_1p^{N_1} + \ldots + b_ip^{N_i}$, where $N_0 < N_1 < \ldots < N_i < \ldots$ will be chosen later. Note that since $|b_i|_p = 1$ for every $i$, we have $|a_i - a_{i+1}|_p = \frac{1}{p^N}$, hence the sequence $(a_i)_i$ is Cauchy by Exercise B.5.

Suppose that $N_0, \ldots, N_i$ have been constructed, and $a_i$ is defined as above. It is clear that we have $\mathbb{Q}_p(a_i) \subseteq K_i$. We claim that in fact this is an equality. Indeed, otherwise there is $\sigma : K_i \to \overline{\mathbb{Q}}_p$ that fixes $\mathbb{Q}_p(a_i)$, but such that $\sigma(b_i) \neq b_i$. We have

$$\sum_{j=0}^i \sigma(b_j)p^{N_j} = \sigma(a_i) = a_i = \sum_{j=0}^i b_jp^{N_j},$$

and the uniqueness part in Corollary B.10 implies that $\sigma(b_i) = b_i$, a contradiction.

Assuming $N_i$ chosen, we claim that there is $N_{i+1} > N_i$ such that $a_i$ does not satisfy any congruence

$$(B.1) \quad \alpha_n a_i^n + \alpha_{n-1} a_i^{n-1} + \ldots + \alpha_0 \equiv 0 \pmod{p^{N_i+1}}$$

for any $n < d := [\mathbb{Q}_p(a_i) : \mathbb{Q}_p] = 2^i$, with $\alpha_j \in \mathbb{Z}_p$, not all of them divisible by $p$. Indeed, for every $N \geq N_i$, consider the set $A_N$ of all $(\alpha_0, \ldots, \alpha_{d-1}) \in \mathbb{Z}/p^{N+1}\mathbb{Z}$ with the property that $\sum_{j=0}^{d-1} \alpha_j a_i^j = 0$ in $\mathbb{Z}/p^{N+1}\mathbb{Z}$, and some $\alpha_j$ does not lie in $p\mathbb{Z}/p^{N+1}\mathbb{Z}$. Note that the projection $\mathbb{Z}/p^{N+2}\mathbb{Z} \to \mathbb{Z}/p^{N+1}\mathbb{Z}$ induces a map $A_{N+1} \to A_N$. If all $A_N$ are nonempty, then $\bigcap_N A_N$ is nonempty. Indeed, we may choose an element $c_{N+1} \in A_{N+1}$, then an element $c_{N+1} \in \bigcap_N \text{Im}(A_N \to A_{N+1})$ that lies over $c_{N_i}$, etc. Since an element in $\bigcap_N A_N$ determines a nontrivial equation of degree $<d$ with coefficients in $\mathbb{Q}_p$, we get a contradiction.

We choose the $N_i$ inductively, such that the above condition is satisfied, and we claim that in this case the sequence $(a_i)_i$ is not convergent to an element of $\overline{\mathbb{Q}}_p$. Indeed, if the sequence converges to $a \in \overline{\mathbb{Q}}_p$, then let us consider a polynomial
\[ f = \alpha_n x^n + \ldots + \alpha_0 \in \mathbb{Z}_p[x], \] with not all \( \alpha_i \in \mathbb{Z}_p \), such that \( f(a) = 0 \). Since \( a \equiv a \ell \pmod{\ell} \) for \( \ell \gg 0 \), and \( a_i \equiv a_i \pmod{\ell} \) for \( i \geq 1 \), it follows that \( a \equiv a_i \pmod{\ell} \). We get a contradiction if we take \( i \) such that \( 2^i > n \). This completes the proof of the proposition. \( \square \)

Since \( \overline{\mathbb{Q}}_p \) is a metric space, it is a general result that there is a completion of \( \overline{\mathbb{Q}}_p \) that is denoted by \( \overline{\mathbb{C}}_p \). This means that we can embed \( \overline{\mathbb{Q}}_p \) as a dense metric subspace in \( \overline{\mathbb{C}}_p \), which is complete. The field operations extend (uniquely) by continuity to \( \overline{\mathbb{C}}_p \), so this is a field. Furthermore, the absolute value on \( \overline{\mathbb{Q}}_p \) extends uniquely to a non-Archimedean absolute value on \( \overline{\mathbb{C}}_p \), still denoted by \(| \cdot |_p \), that induces the metric, hence the topology of \( \overline{\mathbb{C}}_p \). The miracle is that we do not have to repeat the process of taking algebraic closure and completion.

**Theorem B.15.** The field \( \overline{\mathbb{C}}_p \) is algebraically closed.

**Proof.** Let \( f = a_0 x^n + a_1 x^{n-1} + \ldots + a_n \) be a polynomial in \( \mathbb{C}_p[x] \), with \( a_0 \neq 0 \). We need to show that \( f \) has a root in \( \mathbb{C}_p \). Since \( \overline{\mathbb{Q}}_p \) is dense in \( \mathbb{C}_p \), we can find \( a_{m,i} \in \overline{\mathbb{Q}}_p \) with \( a_{m,0} \neq 0 \) and \( |a_{m,i} - a_i|_p < \epsilon_m < 1 \), where \( \epsilon_m \) is a strictly decreasing sequence, converging to 0. Let \( f_m = \sum_{i=0}^n a_{m,i} x^{n-i} \in \overline{\mathbb{Q}}_p[x] \). Since \( \overline{\mathbb{Q}}_p \) is algebraically closed, we can factor each \( f_m \) as

\[ f_m = a_{m,0} (x - \alpha_{m,1}) \cdots (x - \alpha_{m,n}), \]

for suitable \( \alpha_{m,i} \in \overline{\mathbb{Q}}_p \).

We first show that there is \( C \geq 1 \) such that \( |\alpha_{m,i}|_p \leq C \) for all \( i \) and \( m \). Indeed, let us fix \( m \), and suppose after reordering the \( (\alpha_{m,j})_j \) that

\[ \alpha_{m,1} = \ldots = \alpha_{m,r} > \alpha_{m,j} \text{ for all } j > r. \]

If \( s_r \) is the \( r \)th elementary symmetric function of the \( \alpha_{m,j} \), then

\[ |\alpha_{m,1}|^r = |s_r|_p = |a_{m,r}/a_{m,0}|_p. \]

We conclude that

\[ |a_{m,i}| \leq \max_{1 \leq j \leq n} \frac{|a_{m,j}|^{1/j}}{|a_{m,0}|^{1/j}}, \]

and since each \( a_{m,j} \) is close to \( a_j \), we see that we can find \( C \) as desired.

We now show that we can reorder \( (\alpha_{m,i})_i \) for all \( m \), such that \( |\alpha_{m,1} - \alpha_{m+1,1}| \leq C' \epsilon_m^{1/n} \) for all \( m \), where \( C' \) is a constant independent of \( m \). Note that this implies by Exercise B.5 that the sequence \( (\alpha_{m,1})_m \) is Cauchy. Let us suppose that we did this up to \( m \). We have

\[ f_{m+1}(\alpha_{m,1}) = a_{m,0} \prod_{j=1}^n (\alpha_{m,1} - \alpha_{m+1,j}), \]

and on the other hand

\[ f_{m+1}(\alpha_{m,1}) = f_{m+1}(\alpha_{m,1}) - f_m(\alpha_{m,1}) = \sum_{i=0}^n (a_{m+1,i} - a_{m,i}) \alpha_{m,1}^{n-i}. \]

Therefore we get

\[ |a_{m,0}|_p \cdot \prod_{j=1}^n |\alpha_{m,1} - \alpha_{m+1,j}|_p \leq \epsilon_m C^{n-1}, \]
and after reordering the \( \alpha_{m+1,j} \) we may assume that

\[
|\alpha_{m,1} - \alpha_{m+1,1}|_p \leq C' \epsilon_m^{1/n},
\]

where \( C' \) is a constant that only depends on \( C, n, \) and \( \min_m |a_{m,0}|_p > 0. \)

Therefore we may assume that \( (\alpha_{m,1})_m \) is a Cauchy sequence, hence is convergent to some \( \alpha \in C_p. \) Since \( f_m(\alpha_{m,1}) = 0 \) for every \( m, \) and \( \lim_{m \to \infty} a_{m,i} = a_i \) for every \( i, \) we have \( f(\alpha) = 0. \) This completes the proof.

\[ \square \]

**Remark B.16.** Note that \( C_p \) is obtained from \( Q \) in a similar way that with how \( C \) is obtained from \( Q, \) with the respect to the usual Archimedean absolute value on \( Q \) (however, in the case of \( C_p \) we had to complete twice).

**Remark B.17.** Note that the algebraic closure and the completion are unique up to a canonical isomorphism. Therefore the field \( C_p \) is unique up to a canonical isomorphism (of fields equipped with an absolute value).

The field \( C_p \) therefore is algebraically closed and complete with respect to the non-Archimedean absolute value \( | \cdot |_p. \) This provides the right setting for doing \( p \)-adic analysis.

### B.4. Convergent power series over complete non-Archimedean fields

In this section we review some basic facts about convergent power series and analytic functions in the non-Archimedean setting. The principle is that the familiar results over \( R \) or \( C \) carry over to this framework, sometimes in a slightly improved version.

Let \( (K, | \cdot |) \) be a field endowed with a nontrivial\(^3\) non-Archimedean absolute value, which is complete with respect to the induced metric space structure. For applications we will be interested in the case when \( K = C_p, \) or \( K \) is a \( p \)-adic field. For every point \( a \in K \) and every \( r > 0, \) we put

\[
D_r(a) = \{ u \in K, |u - a| \leq r \}, \quad D_r^0(a) = \{ u \in K, |u - a| < r \}.
\]

It is clear that \( D_r^0(a) \) is an open neighborhood of \( a. \) A special feature of the non-Archimedean setting is that \( D_r(a) \) is both open and closed\(^4\).

**Proposition B.18.** Given a formal power series \( f = \sum_{n \geq 0} a_n t^n \in K[[t]] \) be a over \( K, \) let \( r(f) := 1/\limsup_n |a_n|^{1/n} \), and consider \( u \in K. \)

i) If \( |u| < r(f), \) then \( \sum_{n \geq 0} a_n u^n \) is convergent.

ii) If \( |u| > r(f), \) then \( \sum_{n \geq 0} a_n u^n \) is divergent.

iii) If \( v \in K \) is such that \( |u| = |v| = r(f), \) then \( \sum_{n \geq 0} a_n v^n \) is convergent if and only if \( \sum_{n \geq 0} a_n v^n \) is.

The radius of convergence of \( f \) is \( r(f). \)

\[^3\]An absolute value is trivial if it only takes the values 0 and 1.

\[^4\]This shows that \( K \) is totally disconnected, that is, every point has a basis of neighborhoods that are both open and closed. This is a fact of life in the non-Archimedean setting, and the need to correct this led to the theory of rigid analytic spaces, see [Con].

\[^5\]We make the convention that if \( \limsup_n |a_n|^{1/n} \) is zero or infinite, then \( r(f) = \infty \) or \( r(f) = 0, \) respectively.
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Proof. If \(|u| < r(f)|\), then \(\inf_{m} \sup_{n \geq m} |a_n|^{1/n} < \frac{1}{|u|}\), hence there is \(n_0\) and \(\rho < 1\) such that \(|a_n|^{1/n} < \frac{\rho}{|u|}\) for all \(n \geq n_0\). Therefore \(a_n u^n < r^n\) for \(n \geq n_0\), hence \(\lim_{n \to \infty} a_n u^n = 0\), and we deduce from Exercise B.5 that \(\sum_{n \geq 0} a_n u^n\) is convergent.

Suppose now that \(|u| > r(f)|\), hence \(\inf_{m} \sup_{n \geq m} |a_n|^{1/n} > \frac{1}{|u|}\). It follows that we can find \(\rho > \frac{1}{|u|}\) such that for every \(m\), there is \(n \geq m\) with \(|a_n u^n| > (\rho |u|)^n\). Therefore \(\sum_{n \geq 0} a_n u^n\) is divergent. The assertion in iii) follows from the fact that if \(|u| = r(f)|\), then \(\sum_{n \geq 0} a_n u^n\) is convergent if and only if \(\lim_{n \to \infty} |a_n| r(f)^n = 0\). □

If \(U \subseteq K\) is open, a function \(\phi : U \to K\) is analytic if for every \(a \in U\), there is \(r > 0\) with \(D^*_r(a) \subseteq U\), and a formal power series \(f \in K[t]\) with radius of convergence \(r(f)\) such that \(\phi(u) = f(u - a)\) for every \(u \in D^*_r(a)\).

Lemma B.19. If \(f = \sum_{n \geq 0} a_n t^n \in K[t]\) and \(|b| < r(f)|\), then there is \(g \in K[t]\) with \(r(g) \geq r(f)|\) such that \(f(u) = g(u - b)\) for every \(u \in K\) with \(|u| < r(f)|\).

Proof. For every \(u \in K\) we have \(|u - b| < r(f)|\) if and only if \(|u| < r(f)|\), and in this case

\[
\begin{align*}
  f(u) &= \sum_{n \geq 0} a_n ((u - b) + b)^n = \sum_{n \geq 0} a_n \sum_{i=0}^{n} \binom{n}{i} (u - b)^i b^{n-i} \\
  &= \sum_{i=0}^{\infty} \left( \sum_{j \geq 0} \binom{i+j}{i} a_{i+j} b^j \right) (u - b)^i.
\end{align*}
\]

In particular, \(\beta_i := \sum_{j \geq 0} \binom{i+j}{i} a_{i+j} b^j\) is well-defined, the series \(g = \sum_{i \geq 0} \beta_it^i\) has radius of convergence \(\geq r(f)|\), and \(f(u) = g(u - b)|\) whenever \(|u - b| < r(f)|\). □

Corollary B.20. If \(f \in K[t]\) has radius of convergence \(r(f) > 0\), then the function

\[
\{ u \in K, |u| < r(f) \} \ni u \mapsto f(u) \in K
\]

is an analytic function.

Analytic functions on open subsets of \(K\) satisfy properties entirely analogous to the ones of real or complex analytic functions. We list some of these properties, but leave as an exercise for the reader the task of checking that the familiar proofs also work in the non-Archimedean setting.

- Every analytic function is continuous. This is a consequence of the fact that for every \(f = \sum_{n \geq 0} a_n t^n \in K[t]\), if we put \(f_m = \sum_{n=0}^{m} a_n t^n\), then the convergence of \(f_m(u)\) to \(f(u)|\) is uniform on every subset \(D_R(0)\), with \(R < r(f)|\). Indeed, we have

\[
|f(u) - f_m(u)| \leq \sup_{n \geq m} |a_n| R^n \to 0 \text{ when } m \to \infty.
\]

- The set of analytic functions on an open subset \(U \subseteq K\) is a ring. Furthermore, if \(\phi\) is analytic and nonzero at every point of \(U\), then \(1/\phi\) is analytic.

More precisely, suppose that \(\phi\) and \(\psi\) are analytic on \(U\), and they are given on \(D^*_r(a) \subseteq U\) as \(\phi(u) = f(u - a)\) and \(\psi(u) = g(u - a)\), for some \(f, g \in K[t]\) \(r(f), r(g) \geq r\). In this case the radii of convergence of \(f + g\) and \(fg\) are both \(\geq r\), and \(\phi(u) + \psi(u) = (f + g)(u - a)\) and \(\phi(u)\psi(u) = fg(u - a)\) for \(u \in D^*_r(a)\).

Furthermore, if \(\phi(u) \neq 0\) for every \(u \in D^*_r(a)\), then in particular \(f(0) \neq 0\), hence \(f\) is
is invertible. The radius of convergence of $f^{-1}$ is $\geq r$, and $1/\phi(u) = f^{-1}(u - a)$ for every $u \in D_r^*(a)$.

- If $\phi: U \to V$ and $\psi: V \to K$ are analytic functions, then the composition $\psi \circ \phi$ is analytic. More precisely, given $a \in U$, suppose that $D_r^*(a) \subseteq U$ and $D_{r'}^*(\phi(a)) \subseteq V$ are such that $\phi(u) = f(u - a)$ and $\psi(v) = g(v - \phi(a))$ for suitable $f, g \in K[[t]]$, such that the radii of convergence of $f$ and $g$ are $\geq r, r'$, respectively. Note that $f(0) = \phi(a)$, and let $\tilde{f} = f - f(0)$, and $h = g \circ \tilde{f} \in K[[t]]$. After possibly replacing $r$ by a smaller value, we may assume that $\phi(D_r^*(a)) \subseteq D_{r'}^*(\phi(a))$. In this case the radius of convergence of $h$ is $\geq r$, and we have $\phi(\psi(u)) = h(u - a)$ for $u \in D_r^*(a)$.

- If $f, g \in K[[t]]$ have radii of convergence $\geq R > 0$, and $f(u) = g(u)$ for every $u$ with $0 < |u| < R$, then $f = g$.

One can differentiate analytic functions, and the result is again analytic. One can also consider, more generally, analytic functions of several variables. However, while such functions show up in Chapter 8, we do not need to develop any theory in this setting.

We end this section with the following result that is needed in Chapter 8. For simplicity, we assume that $|K^*|$ is dense in $\mathbb{R}_0$. For example, this always holds if $K$ is algebraically closed. Indeed, if $u \in K$ is such that $|u| > 1$, then $|u|^q \in |K^*|$ for every $q \in \mathbb{Q}$, hence $|K^*|$ is dense in $\mathbb{R}_{>0}$.

Proposition B.21. Suppose that $|K^*|$ is dense in $\mathbb{R}_{>0}$, and let $R > 0$ and $f \in K[[t]]$ be such that $r(f) > R$. In this case, there is a polynomial $P \in K[[t]]$ and an invertible power series $g \in K[[t]]$ such that both $g$ and $g^{-1}$ are convergent on $D_R(0)$, and $f = Pg$.

Before giving the proof of the proposition, we introduce some notation. Let $A_K = \{u \in R, |u| \leq 1\}$ and $m_K = \{u \in A_K, |u| < 1\}$. It is clear that $A_K$ is a subring of $K$, $m_K$ is an ideal in $A_K$, and the quotient $A_K/m_K$ is a field, that we denote by $k$. If $f \in A[t]$, we denote by $\overline{f}$ its image in $k[[t]]$.

Let $T$ denote the set of formal power series in $K[[t]]$ that are convergent on $D_1(0)$. If $f = \sum_{n \geq 0} a_n t^n$, then $f \in T$ if and only if $\lim_{n \to \infty} a_n = 0$. It follows that if we put $\|f\| := \max_n |a_n|$, then this maximum is well-defined, and it is attained for only finitely many $n$. Note that if $f \in R[[t]] \cap T$, then $\overline{f}$ is a polynomial.

Exercise B.22. Show that if $f, g \in T$, then $\|f \cdot g\| = \|f\| \cdot \|g\|$. 

Proof of Proposition B.21. The assertion holds trivially if $f = 0$, hence from now on we assume $f \neq 0$. Since $|K^*|$ is dense in $\mathbb{R}_{>0}$, after possibly replacing $R$ by a larger value, we may assume that $R \in |K^*|$. We first note that if $\alpha \in D_{r(f)}^*(0)$ is such that $f(\alpha) = 0$, then $f = (t - \alpha)f_1$ for some $f_1 \in K[[t]]$ with $r(f_1) \geq r(f)$. Indeed, by Lemma B.19 there is $g \in K[t]$ with $r(g) \geq r(f)$ such that $f(u) = g(u - \alpha)$ for $|u| < r(f)$. Since $f(\alpha) = 0$, it follows that $g = t g_1$ for some $g_1 \in K[[t]]$, and we clearly have $r(g_1) = r(g)$. Another application of Lemma B.19 gives $f_1 \in K[[t]]$ with $r(f_1) \geq r(g_1) \geq r(f)$ such that $g_1(u) = f_1(u + \alpha)$ whenever $|u| < r(f)$. Therefore

$$f(u) = g(u - \alpha) = (u - \alpha)g_1(u - \alpha) = (u - \alpha)f_1(u)$$

for all $u$ with $|u| < r(f)$, hence $f = (t - \alpha)f_1$.

We now show that there are $\alpha_1, \ldots, \alpha_r \in D_R(0)$ (possibly not distinct) such that

(B.2) \[ f = (t - \alpha_1) \cdots (t - \alpha_r)g \]
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In this section we discuss the $p$-adic version of some familiar complex analytic functions. Let us start with the exponential function. In this section we assume that $K = \mathbb{C}_p$.

Consider $f = \sum_{n \geq 0} \frac{t^n}{n!} \in \mathbb{C}_p[t]$, and let us determine the radius of convergence of $f$. Note that unlike in the complex case, the large denominators make the radius of convergence small. For every $n$ we have

$$\text{ord}_p(n!) = \sum_{i \geq 1} \left\lfloor \frac{n}{p^i} \right\rfloor \leq \sum_{i \geq 1} \frac{n}{p^i} = \frac{n}{p-1},$$

hence $(1/n!|_p)^{1/n} \leq \left( \frac{1}{p} \right)^{-1/(p-1)}$. On the other hand, if $n = p^m$, then

$$\text{ord}_p(n!) = p^m - 1 + \ldots + p + 1 = \frac{p^m - 1}{p - 1},$$

hence $\text{ord}_p(p^{m+1}) / p^m$ converges to $\frac{1}{p-1}$. We thus conclude that $\limsup_n (1/n!|_p)^{1/n} = \left( \frac{1}{p} \right)^{-1/(p-1)}$, hence by Proposition B.18 the radius of convergence of $f$ is $\left( \frac{1}{p} \right)^{1/(p-1)} < 1$. This implies that the $p$-adic exponential function $\exp_p$ given by $\exp_p(u) = f(u)$ is not defined, for example, on all $\mathbb{Z}_p$.

Let us consider also the $p$-adic logarithm function $\log_p(1 + u) = g(u)$, where $g(t) = \sum_{n \geq 1} (-1)^{n-1} \frac{t^n}{n}$. We now are in better shape: if $\text{ord}_p(n) = i$, then $n \geq p^i$, hence $\frac{i}{n} \leq \frac{\log(n)}{n \log(p)}$, which converges to zero when $n$ goes to infinity. It then follows from Proposition B.18 that the radius of convergence of $g$ is 1, hence $\log_p(1 + u)$ is defined in $D_1^1(0)$, precisely as in the complex case.

We now consider the $p$-adic binomial series. Let us recall first the formula for the binomial series in the case of complex functions. If $a \in \mathbb{C}$, then we may consider the analytic function $\phi(u) = (1 + u)^a$. More precisely, we have $\phi(u) = \exp(a \cdot \log(1 + u))$, which is defined and analytic for $|u| < 1$. The Taylor expansion

for some $g \in K[\bar{t}]$ with $r(g) \geq r(f)$, and such that $g(\alpha) \neq 0$ for every $\alpha \in D_R(0)$.

If $\lambda \in K$ is such that $|\lambda| = R$, then after replacing $f$ by $f(\lambda t)$, we may assume that $R = 1$. Let us write $f = \sum_{n \geq 0} a_n t^n$. By assumption, we have $f \in T$, and let $N$ be the largest $n$ with $|a_n| = \| f \|$. After replacing $f$ by $a_N^{-1} f$, we may assume that $a_N = 1$. Therefore $f \in A_K[t]$, and $\mathcal{F}$ is a monic polynomial of degree $N$. By what we have already proved, it is enough to show that given any expression as in (B.2), we have $r \leq N$. Since $\| t - \alpha \| = 1$ for all $i$, it follows from Exercise B.22 that $\| g \| = 1$. In particular, we have $g \in A_K[t]$, and if we take the image in $k[t]$, we get $\mathcal{F} = \mathcal{F}' \cdot \prod_{i=1}^{\alpha} (t - \alpha_i)$. Since $\mathcal{F}$ is a polynomial of degree $N$, we deduce that $r \leq N$.

In order to complete the proof of the proposition, it is enough to show that if we write $f$ as in (B.2), with $g$ not vanishing anywhere on $D_R(0)$, then $g^{-1}$ converges on $D_R(0)$: indeed, we then take $P = \prod_{i=1}^{\alpha} (t - \alpha_i)$. Since $|K^\times|$ is dense in $\mathbb{R}_{>0}$, there is $R' \in [K^\times]$ with $R < R' < r(f)$. Applying what we have already proved for $g$ and $D_R'(0)$, we see that there are only finitely many $\alpha \in D_R'(0)$ with $g(\alpha) = 0$. It follows that after replacing $R'$ by a smaller one, we may assume that $g$ does not vanish on $D_R'(0)$, and in this case the radius of convergence of $g^{-1}$ is $\geq R' > R$.

This completes the proof of the proposition.  \qed

B.5. Examples of analytic functions

In this section we discuss the $p$-adic version of some familiar complex analytic functions. Let us start with the exponential function. In this section we assume that $K = \mathbb{C}_p$.

Consider $f = \sum_{n \geq 0} \frac{t^n}{n!} \in \mathbb{C}_p[t]$, and let us determine the radius of convergence of $f$. Note that unlike in the complex case, the large denominators make the radius of convergence small. For every $n$ we have

$$\text{ord}_p(n!) = \sum_{i \geq 1} \left\lfloor \frac{n}{p^i} \right\rfloor \leq \sum_{i \geq 1} \frac{n}{p^i} = \frac{n}{p-1},$$

hence $(1/n!|_p)^{1/n} \leq \left( \frac{1}{p} \right)^{-1/(p-1)}$. On the other hand, if $n = p^m$, then

$$\text{ord}_p(n!) = p^m - 1 + \ldots + p + 1 = \frac{p^m - 1}{p - 1},$$

hence $\text{ord}_p(p^{m+1}) / p^m$ converges to $\frac{1}{p-1}$. We thus conclude that $\limsup_n (1/n!|_p)^{1/n} = \left( \frac{1}{p} \right)^{-1/(p-1)}$, hence by Proposition B.18 the radius of convergence of $f$ is $\left( \frac{1}{p} \right)^{1/(p-1)} < 1$. This implies that the $p$-adic exponential function $\exp_p$ given by $\exp_p(u) = f(u)$ is not defined, for example, on all $\mathbb{Z}_p$.

Let us consider also the $p$-adic logarithm function $\log_p(1 + u) = g(u)$, where $g(t) = \sum_{n \geq 1} (-1)^{n-1} \frac{t^n}{n}$. We now are in better shape: if $\text{ord}_p(n) = i$, then $n \geq p^i$, hence $\frac{i}{n} \leq \frac{\log(n)}{n \log(p)}$, which converges to zero when $n$ goes to infinity. It then follows from Proposition B.18 that the radius of convergence of $g$ is 1, hence $\log_p(1 + u)$ is defined in $D_1^1(0)$, precisely as in the complex case.

We now consider the $p$-adic binomial series. Let us recall first the formula for the binomial series in the case of complex functions. If $a \in \mathbb{C}$, then we may consider the analytic function $\phi(u) = (1 + u)^a$. More precisely, we have $\phi(u) = \exp(a \cdot \log(1 + u))$, which is defined and analytic for $|u| < 1$. The Taylor expansion
at 0 is given by

$$\phi(u) = \sum_{m \geq 0} \frac{\phi^{(m)}(0)}{m!} u^m.$$ 

Since we have $\phi'(u) = a(1 + u)^{a-1}$, one sees immediately by induction on $m$ that $\phi^{(m)}(0) = a(a-1) \cdots (a - m + 1)$.

We will now use the same formal power series in the $p$-adic setting, by allowing the exponent to lie in $\mathbb{C}_p$. More precisely, for $a \in \mathbb{C}_p$, consider the formal power series

$$B_{a,p}(y) = \sum_{m \geq 0} \frac{a(a-1) \cdots (a - m + 1)}{m!} y^m \in \mathbb{C}_p[[y]].$$

For obvious reasons, we also write $(1 + y)^a$ for $B_{a,p}(y)$, and $(1 + u)^a$ for $B_{a,p}(u)$, when $u \in \mathbb{C}_p$ is such that $|u|$ is smaller than the radius of convergence of $B_{a,p}$. Let us first discuss the radius of convergence of $B_{a,p}$.

**Lemma B.23.** Let $a \in \mathbb{C}_p$, and denote by $R$ the radius of convergence of $B_{a,p}$.

i) If $|a|_p > 1$, then $R = \frac{1}{|a|_p} \left(\frac{1}{p}\right)^{1/(p-1)}$.

ii) If $|a|_p \leq 1$, then $R \geq \left(\frac{1}{p}\right)^{1/(p-1)}$.

iii) If $a \in \mathbb{Z}_p$, then $R \geq 1$.

**Proof.** Suppose first that $|a|_p > 1$. In this case $|a - i|_p = |a|_p$ for every $i \in \mathbb{Z}$. Therefore

$$\left(\frac{|a(a-1) \cdots (a - m + 1)|_p}{m!|_p}ight)^{1/m} = \frac{|a|_p}{|m|!_p^{1/m}},$$

and the computation that we have done for $\exp_p$ shows that in this case the radius of convergence of $B_{a,p}(x)$ is $\frac{1}{|a|_p} \left(\frac{1}{p}\right)^{1/(p-1)}$.

If $|a|_p \leq 1$, then $|a - i|_p \leq 1$ for every $i \in \mathbb{Z}$, and we deduce from Proposition B.18 and the computation in the case of the exponential function that $R \geq \left(\frac{1}{p}\right)^{1/(p-1)}$. For the assertion in iii), it is enough to show that if $a \in \mathbb{Z}_p$, then $a(a-1) \cdots (a - m + 1) \in \mathbb{Z}_p$. This is clear when $a \in \mathbb{Z}$, and the general case follows since $\mathbb{Z}$ is dense in $\mathbb{Z}_p$ (recall that $\mathbb{Z}_p$ consists of those $u \in \mathbb{Q}_p$ with $|u|_p \leq 1$).

**Remark B.24.** It is clear from definition that if $m$ is a nonnegative integer, then $B_{m,p}(1 + y)$ is, as expected, the $m^{th}$ power of $1 + y$.

The binomial series satisfies the following “expected” properties.

**Proposition B.25.** If $a, b \in \mathbb{C}_p$, then the following hold.

i) $(1 + y)^a \cdot (1 + y)^b = (1 + y)^{a+b}$.

ii) $(1 + y)^a \cdot (1 + y)^b = (1 + y)^{ab}$.

Regarding ii), note that $(1 + y)^a = 1 + v(y)$ for some $v \in y\mathbb{C}_p[[y]]$, hence $(1 + v(y))^b$ is well-defined in $\mathbb{C}_p[[y]]$. We will prove the assertions in the proposition by reducing them to the corresponding ones over $\mathbb{C}$. However, it is more convenient to first introduce a formal series over $\mathbb{Q}$ in two variables, by letting $a$ become a formal variable. More precisely, we consider

$$(1 + y)^x := \sum_{m \geq 0} \frac{x(x-1) \cdots (x - m + 1)}{m!} y^m \in \mathbb{Q}[x, y].$$
**Proposition B.26.** We have the following equalities in \( \mathbb{Q}[x_1, x_2, y] \).

i) \((1 + y)^{x_1} \cdot (1 + y)^{x_2} = (1 + y)^{x_1+x_2}\).

ii) \(((1 + y)^{x_1})^{x_2} = (1 + y)^{x_1 x_2}\).

**Proof.** Let us prove i). Let \( f \) and \( g \) denote the left-hand side (respectively, the right-hand side) in i). In order to show that \( f = g \), it is enough to show that they are equal in \( \mathbb{C}[x_1, x_2, y] \), hence it is enough to show that if \( u_1, u_2, v \in \mathbb{C} \) are such that \(|v| < 1\), then \( f(u_1, u_2, v) = g(u_1, u_2, v) \) in \( \mathbb{C} \) (note that under the condition on \( v \), both sides are well-defined. As we have seen,

\[
(1 + v)^{u_1} \cdot (1 + v)^{u_2} = \exp(u_1 \log(1 + v)) \cdot \exp(u_2 \log(1 + v))
\]

\[
= \exp((u_1 + u_2) \log(1 + v)) = (1 + v)^{u_1 + u_2}.
\]

This completes the proof of i), and the proof of ii) is entirely similar. \( \Box \)

**Proof of Proposition B.25.** If \( g \in \mathbb{C}_p[x_1, x_2, y] \) is such that the coefficient of every \( y^m \) is in \( \mathbb{C}_p[x_1, x_2] \), for every \( a, b \in \mathbb{C}_p \) we may consider \( g(a, b, y) \in \mathbb{C}_p[y] \). By letting \( x_1 = a \) and \( x_2 = b \) in Proposition B.26, we get the assertions in Proposition B.25. \( \Box \)

**Example B.27.** Suppose that \( m \) is a positive integer not divisible by \( p \), hence \( \frac{1}{m} \in \mathbb{Z}_p \). It follows from Proposition B.23 that for every \( u \in \mathbb{C}_p \) with \(|u|^p < 1\) (for example, for every \( u \in p\mathbb{Z}_p \)) \( v = (1 + u)^{1/m} \) is well-defined, and by Proposition B.25 we have \( v^m = 1 + u \).
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