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January 7 – Introduction. In this course, we will learn to work with schemes. (We will also learn sheaf cohomology, but more about that after March Break.) I’m going to steal a brilliant comment by Allen Knutson on Mathoverflow:

One of the wholly unnecessary reasons that schemes are regarded with such fear by so many mathematicians in other fields is that three, largely orthogonal, generalizations are made simultaneously.

Considering a “variety” to be Spec or Proj of a domain finitely generated over an algebraically closed field, the generalizations are basically

1. Allowing nilpotents in the ring.
2. Gluing affine schemes together.
3. Working over a base ring that isn’t an algebraically closed field (or even a field at all).

As Ravi Vakil mentions in the comments, we should also add


We saw the pain of not being able to talk about nilpotents when we talked about Bezout’s theorem, and had to talk about counting intersection points with multiplicity, or when we had to distinguish between naive and scheme theoretic fiber length. With schemes, we will be natively allowed to think about nilpotent elements of rings as functions on schemes. The downside is that we will have to give up on checking equality of functions point by point: A nilpotent function on a scheme \( X \) is zero at every point of \( X \), but is not the zero function.

With schemes, we will no longer have to embed our spaces in affine or projective space; we will be able to directly glue two schemes together to form another scheme. This does give us some new schemes – not all schemes are quasi-projective. And non-quasi-projective schemes are not bizarre or pathological, they really do come up. That said, they are a bit of a specialty: I would guess that 90 percent of algebraic geometry papers or talks include no such examples. The real gift here is the freedom to talk about the glued object before proving that it is quasi-projective. We can directly build the Grassmannian by gluing together linear charts; we can define the normalization of a variety by normalizing each chart; we can talk about tangent and cotangent bundles by gluing together local trivializations.

Working with a non-algebraically closed base field is obviously important in number theory: If we want to talk about rational points on elliptic curves (say), we need to be able to think of those elliptic curves are schemes over the field \( \mathbb{Q} \). The curves \( x^3 + y^3 = z^3 \) and \( x^3 + y^3 = 9z^3 \) are isomorphic over \( \mathbb{C} \), but the first has only a few trivial points over \( \mathbb{Q} \) and the second has infinitely many. More importantly, we want to be able to make geometric constructions and be able to talk about the results of those constructions as schemes over \( \mathbb{Q} \) once again. All of that said, I should acknowledge that, rather than working with schemes over \( \mathbb{Q} \), I often find it easier to think over \( \overline{\mathbb{Q}} \) and keep track of the \( \text{Gal}(\overline{\mathbb{Q}}/\mathbb{Q}) \) action.

Finally, the switch from maximal ideals to prime ideals. This is forced on us by functoriality: Think about the inclusion \( k[x] \hookrightarrow k(x) \). The maximal ideal \((0)\) of \( k(x) \) pulls back to a prime ideal of \( k[x] \), not a maximal ideal. This is very important for number theorists: We want to be able to take a curve \( X \) over \( \mathbb{Q} \) and switch view points to think about a surface over the base \( \text{Spec} \mathbb{Z} \). The rational points on \( X \) then give rise to entire curves in \( X \). If we only talked about maximal ideals, we wouldn’t be able to talk about the rational points of \( X \)

\footnote{http://mathoverflow.net/questions/28496/what-should-be-learned-in-a-first-serious-schemes-course/28594#28594}
once we switched viewpoints to study $X$. There are also a number of places in more classical settings where thinking in terms of prime ideals provides an extra conceptual clarity. I’ll try to point these examples out when they arise.

January 9 – Concrete sheaves. Today we introduced the notion of a concrete sheaf.

**Definition.** Let $X$ be a topological space, $E$ a set. A sheaf of $E$-valued functions on $X$ is the data, for every open set $U \subset X$, of a set $E(U)$ of functions $U \to E$ such that

1. If $U \subset V$ are subsets of $X$ and $f \in E(V)$, then $f|_U \in E(U).$
2. If $V = \bigcup U_i$ is an open cover of $V$ and $f : V \to E$ is a function such that $f|_{U_i} \in E(U_i)$ for all $i$, then $f \in E(V)$.

One can require as the zeroth condition that the empty function $\emptyset \to E$ belongs to $E(\emptyset)$.

Next, we listed some examples.

- We can set $E$ to be a topological space and $E(U)$ to be the set of continuous functions $U \to E$.
- We can take $E$ to be a smooth manifold and $E(U) = \mathcal{C}^\infty(U)$.
- For $k$ an algebraically closed field, let $X$ be a quasi projective variety over $k$. Then for $E = k$, we can take $E(U)$ to be the set of regular functions on $U$.
- Let $X$ be a smooth curve over $k$ and $D$ a divisor on $X$. Letting $E = k \cup \{\infty\}$, we can consider $E(U) = \mathcal{O}(D)_U$.
- Let $E$ be a topological space and $\phi : E \to X$ a continuous function. Then we can consider $E(U) = \{\sigma \in \mathcal{C}^0(U) : U \to E \mid \phi \sigma = \text{id}\}$.

In addition, we consider the non-example of constant functions on a Hausdorff topological space, say $X = \mathbb{R}$.

Finally, we recalled the definition of a basis for a topological space and pointed out that it is a homework exercise to show that a sheaf of functions defined on a basis can be extended to all the open sets in a topological space.

January 12 – Abstract sheaves. Last time: Defined “concrete” sheaves, i.e. sheaves of $E$-valued functions for some set $E$.

These are good enough for many applications, but not quite good enough for us... Namely,

1. we must deal with nilpotents
2. we want to deal with e.g. differential forms as objects on our original space $X$.

**Definition.** Let $X$ be a topological space. A sheaf $\mathcal{E}$ on $X$ is the following data:

- for each open $U \subset X$, a set $\mathcal{E}(U)$
- for each pair of nested opens $U \subset V$ a map $\rho^V_U : \mathcal{E}(V) \to \mathcal{E}(U)$,

such that

1. for any open $U \subset X$
   
   $\rho^U_U = \text{id} : \mathcal{E}(U) \to \mathcal{E}(U),$

   and for any nested opens $U \subset V \subset W$

   $\rho^W_U = \rho^V_U \circ \rho^W_V : \mathcal{E}(W) \to \mathcal{E}(U)$.
(2) if \( \{U_i\} \) is an open cover of \( V \), and we pick \( f_i \in \mathcal{E}(U_i) \) that agree on intersections, i.e.

\[
\rho_{U_{ij}}^{U_i}(f_i) = \rho_{U_{ij}}^{U_j}(f_j) \text{ where } U_{ij} := U_i \cap U_j,
\]

then there exists a unique \( g \in \mathcal{E}(V) \) that satisfies \( \rho_{U_i}^V(g) = f_i \).

There is now no set \( E \) (of “values” of the “functions” inside each \( \mathcal{E}(U) \)). But it is still good intuition to think of each \( \mathcal{E}(U) \) as “sections over \( U \)” (so, maps out of \( U \) to some set \( E \)) and the maps \( \rho_U \) as “restriction maps”.

Condition (1) is the “Presheaf condition” i.e. it says that \( \mathcal{E} \) is a contravariant functor from the poset-category \( \mathfrak{Top}(X) \) of open subsets of \( X \) under inclusions, to the category \( \mathbf{Set} \) of sets.

Condition (2) is the “local gluability” condition, i.e. we can “glue together” all the sections \( f_i \) on local patches \( U_i \) to get a section \( g \) on all of \( V \), and this section \( g \) is uniquely determined by the \( f_i \). Some sources (e.g Hartshorne, p. 61) separate the “uniqueness” and “existence” into two separate statements (conditions (3) and (4) in Hartshorne, respectively).

**Example.** On a smooth manifold
- differential \( k \)-forms is a sheaf.
- closed \( k \)-forms is a sheaf.
- exact \( k \)-forms is not a sheaf. (it is a presheaf, whose sheafification is closed \( k \)-forms)

[slight digression]

Question: Is there an example of a presheaf where the uniqueness of gluing fails?

Answer: (dumb example) On any space \( X \), let \( \mathcal{E}(X) = \{\pm 1\} \), and for any proper (open) subset \( U \subset X \) let \( \mathcal{E}(U) = \{1\} \). The restriction maps \( \rho \) are all determined by this data, and for any cover \( \{U_i\} \) of \( X \) by proper open subsets, the local sections \( 1 \in \mathcal{E}(U_i) \) will glue together to give either \( +1 \) or \( -1 \in \mathcal{E}(X) \) as a global section.

[end digression]

**Definition.** Let \( \mathcal{E} \) be a sheaf on \( X \). The **stalk** \( \mathcal{E}_x \) of \( \mathcal{E} \) at a point \( x \in X \) is defined as the direct limit (also known as injective limit or colimit)

\[
\mathcal{E}_x = \lim_{\substack{U \supset x \to X}} \mathcal{E}(U)
\]

taken over all opens \( U \subset X \) containing \( x \). This means

\[
\mathcal{E}_x = \bigsqcup_{U \ni x} \mathcal{E}(U) / \sim,
\]

with equivalence relation \( \sim \) defined by

\[
(f, U) \sim (g, V) \text{ if } \exists W \subset U \cap V \text{ such that } \rho_{W}^U f = \rho_{W}^V g \in \mathcal{E}(W).
\]

☆ Obvious Assertion: the above defines an equivalence relation

☆ Obvious Assertion: we get the same stalks if we take the limit only over a basis of opens (e.g. distinguished opens in the Zariski topology)

**Definition.** A **germ** is an equivalence class \( (f, U)_x \) in \( \mathcal{E}_x \).

**Example.** On \( X = \text{Spec } \mathbb{C}[x,y]/(xy) \), the regular functions \( f = 0 \) and \( g = y \) are equal in the stalk at the point \((1,0)\), but are not equal in the stalk at \((0,1)\).
How to turn any sheaf $\mathcal{E}$ back into a concrete sheaf:
Now that we have stalks, let

$$E = \bigsqcup_{x \in X} \mathcal{E}_x.$$  

Any $f \in \mathcal{E}(U)$ determines an (honest) function $\sigma(f) : U \to E$ sending $x \mapsto (f, U)_x$.

Fact: This $\sigma \mathcal{E}$ is a sheaf of $E$-valued functions on $X$, which is isomorphic to $\mathcal{E}$.

Implicit claims here:
- If $f, g \in \mathcal{E}(U)$ and $\sigma(f) = \sigma(g)$, then $f = g$
- If $U \subseteq V$ and $f \in \mathcal{E}(V)$, then $\sigma(\rho^U_V f) = \sigma(f)|_U$.
- If $\{U_i\}$ covers $V$ and $f_i \in \mathcal{E}(U_i)$ satisfy $\sigma(f_i)|_{U_{ij}} = \sigma(f_j)|_{U_{ij}}$, then there exists $g \in \mathcal{E}(V)$ such that $\sigma(g)|_{U_i} = \sigma(f_i)$.

Example. $X = \text{Spec} \mathbb{C}[x, y]/(xy, y^2) = \text{Spec} A$
The functions 0 and $y$ are equal in the quotient ring $A/\mathfrak{p}$ for every $\mathfrak{p} \in \text{Spec} A$, but they are not equal in the localization $A_p$ at $p = (x, y)$.
(Moral: In a ring with nilpotents, a regular function may not be uniquely determined by its values at all points, but it will be determined uniquely by its values in all stalks.)

January 14 – Sheafification. Today, we first introduce the notion of sheafification. Let $X$ be a topological space, let $E$ be a set, and let $\mathcal{E}$ be a concrete presheaf of $E$-valued functions on $X$. For an open set $U \subseteq X$, let $\mathcal{E}^+(U)$ be the collection of functions $f : U \to E$ such that for all $x \in U$, there exists an open neighbourhood $V$ of $x$ with $V \subseteq U$ such that $f|_V \in \mathcal{E}(V)$. The sheaf $U \mapsto \mathcal{E}^+(U)$ is the sheafification of the concrete presheaf $\mathcal{E}$.

For a general presheaf $\mathcal{E}$ on a topological space $X$, recall that the stalk at the point $x \in X$ is the direct limit $\mathcal{E}_x = \lim_{\xymatrix{ \cdots & U_{x,3} & U_{x,2} & U_{x,1} \ar[l]& U_x \ar[l] }} \mathcal{E}(U)$. Define $E = \bigsqcup_{x \in X} \mathcal{E}_x$. For each open set $U \subseteq X$, one may regard $\mathcal{E}(U)$ as a subcollection of functions $U \to E$, so there is a map $\mathcal{E}(U) \to \{\text{functions } U \to E\}$; denote the image by $F(U)$. Then, $U \mapsto F(U)$ is a concrete presheaf, and hence we can sheafify as before.

We next discuss maps of sheaves. Let $\mathcal{E}, F$ be sheaves on a topological space $X$, then a map of sheaves $\varphi : \mathcal{E} \to F$ is a collection of maps $\varphi_U : \mathcal{E}(U) \to F(U)$, one for each open set $U \subseteq X$, such that the following diagram commutes:

$$
\begin{array}{ccc}
\mathcal{E}(U) & \xymatrix{\rho^U_V & \mathcal{E}(V) \ar[l]}
\varphi_U
\ar[d] & \varphi_V
\ar[d]
\mathcal{F}(U) & \xymatrix{\rho^U_V & \mathcal{F}(V) \ar[l]}
\end{array}
$$

where the $\rho^U_V$’s denote the restriction maps in the appropriate sheaves. Consequently, we can define the image $\text{Im}(\varphi)$ to be the sheafification of the presheaf $U \mapsto \varphi_U(\mathcal{E}(U))$.

Now, if $\mathcal{E}, F$ are sheaves of abelian groups and $\varphi : \mathcal{E} \to F$ is a map of sheaves of abelian groups (that is, $\varphi : \mathcal{E}(U) \to F(U)$ is a morphism of abelian groups for every $U \subseteq X$ open), then we can define the cokernel $\text{Coker}(\varphi)$ to be the sheafification of the presheaf $U \mapsto F(U)/\varphi(\mathcal{E}(U))$. Furthermore, we can define the kernel $\text{Ker}(\varphi)$ to be the presheaf $U \mapsto \ker(\varphi_U)$, which is in fact a sheaf (that is, there is no need to sheafify).

January 16 – Sheaves as an abelian category. At the end of the previous lecture, we defined the kernel, cokernel and image of a map of sheaves. Today we stated that sheaves
are an abelian category. Informally, this means that you can treat them like modules. Here are some specific ways that is true:

**The universal property of the kernel:** If we have \( C \to A \xrightarrow{\phi} B \) so that \( C \to B \) is 0, then there is a unique map \( C \to \ker(\phi) \) so that the following diagram

\[
\begin{array}{ccc}
C & \xrightarrow{\phi} & A \\
\downarrow & & \downarrow \\
\ker(\phi) & \xrightarrow{} & B
\end{array}
\]

is commutative.

**The universal property of the cokernel:** If \( A \xrightarrow{\phi} B \to F \) have \( A \to F \) is 0, there is a unique map \( \coker(\phi) \to F \) so that the following diagram

\[
\begin{array}{ccc}
A & \xrightarrow{\phi} & B \\
\downarrow & & \downarrow \\
\coker(\phi) & \xrightarrow{} & F
\end{array}
\]

is commutative.

**The key property of images** Give a map \( \phi : A \to B \), we have

\[
\text{Im}(\phi) \cong \ker(\text{Coker}(\phi)) \cong \text{Coker}(\ker(\phi) \to A).
\]

*Injectivity*: \( \phi : A \to B \) is injective \( \iff \ker(\phi) = 0 \iff \varphi_U \text{ is injective for all } U. \)

*Surjectivity* \( \phi : A \to B \) is surjective \( \iff \coker(\phi) = 0 \iff \text{All maps on stalks are surjective} \)

**Exactness** \( A \xrightarrow{\alpha} B \xrightarrow{\beta} C \) is exact \( \iff \text{The sequence of the stalks is exact.} \)

For any \( U \subseteq X \) open, any \( x \in U \), any \( g \in B(U) \) such that \( \beta(g) = 0 \), there exists \( V, x \in V \subseteq U \) and \( f \in A(V) \) such that \( \phi_V.f = \rho_V^{-1} g. \)

**January 21 – Schemes.** We introduced the concept of schemes.

**Definition.** A scheme is a topological space \( X \) equipped with a sheaf of commutative rings such that \( X \) locally looks like \( \text{Spec } A \) for various commutative rings \( A \).

As a set, \( \text{Spec } A \) is the set of prime ideals of a commutative ring \( A \). A map of rings \( \phi : A \to B \) induces a map \( \text{Spec } A \leftarrow \text{Spec } B \) given by \( \phi^{-1}(p) \leftarrow p. \)

**Remark.** This relies on the obvious claim that the pre image of a prime ideal is prime.

**Definition.** The Zariski topology on \( \text{Spec } A \) is given as follows: For any \( S \subseteq A \), set \( V(S) = \{ p \in \text{Spec } A : S \subseteq p \} \). We say that a set \( T \) is closed if \( T = V(S) \) for some \( S \).

Distinguished open sets of \( \text{Spec } A \) have the form \( D(f) = \{ p \mid p \not\ni f \} \). \( D(f) \) is homeomorphic to \( \text{Spec } f^{-1} A. \)

**Definition.** We define a sheaf called \( \mathcal{O} \) on \( \text{Spec } A \) given by \( \mathcal{O}(D(f)) = f^{-1} A. \) We extend this definition to all open sets by gluing.
January 23 — Regular function form a sheaf. The goal of today’s class is that a sheaf of rings \( \mathcal{O} \) on \( \text{Spec} \, A \) is actually a sheaf.

Let \( A \) be a commutative ring. What do we need to check? Let \( D(f) \) be a distinguished open of \( \text{Spec} \, A \). For \( D(f) = \cap D(h_i) \), we are given \( c_i \in h_i^{-1}A \) such that \( c_i = c_j \) in \((h_i h_j)^{-1}A\). We ultimately want to show that there exists a unique \( a \in f^{-1}A \) such that \( a = c_i \) for all \( i \) in \( h_i^{-1}A \).

More generally, let \( M \) be a \( A \)-module, and replace every red \( A \) with \( M \). Replacing \( A \) by \( f^{-1}A \) and \( M \) by \( f^{-1}M \), we can assume that \( f \) is a unit, which may as well be 1.

To summarize, we want to show the below theorem:

**Theorem.** Assume \( \text{Spec} \, A = \cup D(h_i) \), given \( c_i \in h_i^{-1}A \) such that \( c_i = c_j \) in \((h_i h_j)^{-1}A\), there exists unique \( a \) in \( A \) such that \( a = c_i \) in \( h_i^{-1}A \).

**Proof.**

\[ \cup D(h_i) = \text{Spec} \, A \iff \forall i, \text{no prime contains} \, h_i \]

The above condition is equivalent to \( < h_i^{n_1}, \ldots, h_r^{n_r} > = 1 \) for any \( n_1, n_2, \ldots, n_r \).

**Uniqueness :** Suppose there exists \( a, a' \in M \) such that \( a = a' \) in \( h_i^{-1}A \) for all \( i \). Then, \( h_i^{n_i}(a - a') = 0 \) for some \( n_i \), and because of \( (a) \), this implies that \( a = a' \): let \( \sum b_i h_i^{n_i} = 1 \) for some \( n_i \). Then, \( \sum b_i h_i^{n_i}(a - a') = 0 \iff 1 \cdot (a - a') = 0 \iff a = a' \).

Now we only need to show the existence.

**Existence :** Let \( c_i = a_i/h_i^{n_i} \) with \( c_i \in h_i^{-1}A \) such that \( c_i = c_j \) in \((h_i h_j)^{-1}A\) for all \( i, j \). Then, \( (h_i h_j)^{m_{ij}}(a_i h_j^{n_{ij}} - a_j h_i^{n_i}) = 0 \) for some \( m_{ij} \). Take finitely many \( h_1, \ldots, h_r \) such that \( \langle h_1, \ldots, h_r \rangle = 1 \). The ideal is to pick a large enough \( N \) that we can take \( a'' = \sum b_i h_i^N a_i/h_i^{n_i} \) where \( \sum b_i h_i^N = 1 \).

Take \( N = \max\{n_i\} + \max\{m_{ij}\} \) works. Choose \( b_i \) such that \( \sum b_i h_i^N = 1 \). Set \( a = \sum b_i a_i h_i^{N-n_i} \). For any \( k \), we compute that

\[
ah_k^{N+n_k} = \sum b_i a_i h_i^{N-n_i} h_k^{N+n_k} = \sum b_i a_k h_k^N h_i^N = a_k h_k^N.
\]

So \( a = a_k/h_k^{n_k} \) in \( h_k^{-1}A \), as desired. \( \square \)

January 26 - Morphism of Schemes, start of discussion of Proj. Recall from last time that a scheme is a pair \( (X, \mathcal{O}) \), where \( X \) is a topological space, \( \mathcal{O} \) is a sheaf of commutative rings, and \( (X, \mathcal{O}) \) locally looks like \( \text{Spec}(A) \) for various commutative rings \( A \). We define a map of scheme as follows:

**Definition.** A map of schemes: \( \phi : (X, \mathcal{A}) \to (Y, \mathcal{B}) \) is the data such that

- \( \phi : X \to Y \) is a continuous map.
- For every \( V \subset Y \), there is a map of rings \( \phi_V^* : \mathcal{B}(V) \to \mathcal{A}(\phi^{-1}(V)) \) such that
  1. \( \phi^* \) commutes with restriction;
  2. \( \phi^* : \mathcal{B}_{\phi(x)} \to \mathcal{A}_x \) is a local map.

Alternatively, the condition (2) may be replaced by the following:

(2)’ For any affine \( V \subset Y \) and affine \( U \subset \phi^{-1}(V) \), then map \( (U, \mathcal{A}|_U) \to (V, \mathcal{B}|_V) \) is the one induced by the map of rings \( \mathcal{B}(V) \to \mathcal{A}(U) \).

One way to get schemes from other schemes is by taking open subsets: If \((X, \mathcal{A})\) is a scheme, and \( U \subset X \) is open, then \((U, \mathcal{A})\) is a scheme, and the inclusion map \( U \hookrightarrow X \) is a map of schemes.
Next we talked about open sets. If \( S \) is a ring, \( I \) is an ideal, \( V(I) = \{ p \in \text{Spec} \ S : p \ni I \} \), then \( \text{Spec} \ S \setminus V(I) \) is an open set. We pointed out that \( \text{Spec} \ k[x_1, \cdots, x_n] \setminus V((x_1, \cdots, x_n)) \) is a non-affine scheme for \( n \geq 2 \).

Lastly we brought up the notion of graded rings. A \( \mathbb{Z} \)-graded ring is a ring \( S \) equipped with a direct sum decomposition
\[
S = \bigoplus_{n=-\infty}^{\infty} S_n, \quad S_i S_j \subseteq S_{i+j}.
\]
Similarly, a \( \mathbb{Z}_{\geq 0} \)-graded ring is a ring satisfying the same conditions with \( S = \bigoplus_{n=0}^{\infty} S_n \). The geometric significance of grading over ground field \( k \) is that it gives a group action. More explicitly, we said that the grading on a \( k \)-algebra \( S \) is equivalent to the action \( \text{Spec} k[u, u^{-1}] \) of on \( \text{Spec} S \).

**January 28 - Construction of Proj.** For a commutative \( k \)-algebra \( S \), a \( \mathbb{Z} \) grading on \( S \) is equivalent to an action of \( G := \text{Spec} k[u, u^{-1}] \) on \( \text{Spec} S \). See the problem set for details. The degree 0 part of \( S \) is the functions which are invariant for the group action, so we can think of \( S_0 \) roughly as function on the quotient.

Suppose that \( S \) is \( \mathbb{Z}_{\geq 0} \) graded. We define \( S_+ = \bigcup_{j>0} S_j \). Intuitively, we want \( \text{Proj} S \) to be \( S \setminus V(S_+), \) modulo scaling.

In actuality, we build \( \text{Proj} S \) from a collection of open patches. For each homogenous \( f \in S_+ \), one of the patches on \( \text{Proj} S \) will be \( \text{Spec}(f^{-1}S)_0 \). Here \( \text{Spec} f^{-1}S \) is a distinguished open in \( \text{Spec} S \) and \( \text{Spec}(f^{-1}S)_0 \) should be thought of as the quotient. Note that \( \bigcup_{f \in S_+} D(f) = \text{Spec} S \setminus V(S_+) \).

We could simply define \( \text{Proj} S \) by gluing together the patches \( \text{Spec}(f^{-1}S)_0 \). Specifically, if \( f_i \in S_i \) and \( f_j \in S_j \), glue \( \text{Spec}(f_i^{-1}S)_0 \) to \( \text{Spec}(f_j^{-1}S)_0 \) by gluing the distinguished opens \( \text{Spec}(f_i f_j)^{-1}(f_i^{-1}S)_0 \) and \( \text{Spec}(f_i f_j)^{-1}(f_j^{-1}S)_0 \).

We present another way of describing the same result. We build the underlying topological space of \( \text{Proj} S \) directly. The points of \( \text{Proj} S \) are homogenous prime ideals in \( \text{Spec} S \setminus V(S_+) \), and the topology is inherited from the Zariski topology on \( \text{Spec} S \). Implicit in this approach is the claim that the homogenous primes of \( f^{-1}S \) are in bijection with the primes of \( (f^{-1}S)_0 \); see the homework. One then defines a sheaf of regular functions on this set by defining the regular functions on \( \{ \text{homogenous primes of } f^{-1}S \} \) to be \( (f^{-1}S)_0 \).

**January 30 - Products over Fields.** For today, all schemes are over a field \( k \) - we’re going to discuss products over \( k \). First, let’s consider the affine case.

Let \( X = \text{Spec} k[x_1, \ldots, x_m]/\langle f_1, \ldots, f_r \rangle = \text{Spec} A \) and \( Y = \text{Spec} k[y_1, \ldots, y_n]/\langle g_1, \ldots, g_s \rangle = \text{Spec} B \). We define the product to be \( X \times Y = \text{Spec} k[x_1, \ldots, x_m, y_1, \ldots, y_n]/\langle f_1, \ldots, f_r, g_1, \ldots, g_s \rangle \).

We might worry about whether or not this definition depends on the choice of generators, but in fact we have \( X \times Y = \text{Spec}(A \otimes_k B) \).\footnote{Remember that if \( A, B \) are \( R \)-modules for some commutative ring \( R \), then \( A \otimes_R B \) is an \( R \)-module on generators \( a \otimes b \) with the relations \((a_1 + a_2) \otimes b = a_1 \otimes b + a_2 \otimes b \), \( a \otimes (b_1 + b_2) = a \otimes b_1 + a \otimes b_2 \) and \( r(a \otimes b) = ra \otimes b = a \otimes rb \). If \( A, B \) are commutative \( R \)-algebras, then \( A \otimes_R B \) is a commutative ring and \((a_1 \otimes b_1)(a_2 \otimes b_2) = (a_1a_2) \otimes (b_1b_2) \).}

For \( k \)-algebras \( A, B \), we define \( \text{Spec} A \times_{\text{Spec} k} \text{Spec} B = \text{Spec}(A \otimes_k B) \). This construction makes sense for affine schemes, and in general, \( X = \bigcup_i \text{Spec} A_i \), \( Y = \bigcup_j \text{Spec} B_j \) and we get \( X \times_{\text{Spec} k} Y \) by gluing \( \text{Spec}(A_i \otimes_k B_j) \). We should, however, worry about whether the gluing conditions are satisfied (this is done in Hartshorne, and amounts to checking formal
properties of tensor products), and whether or not this definition depends on the choice of cover.

For the latter, note that we can define the scheme-theoretic product by the usual universal property: if \( f : T \to X \), \( g : T \to Y \), we want a scheme \( X \times_k Y \) and a unique map \( \phi : T \to X \times_k Y \) such that the following diagram commutes:

\[
\begin{array}{ccc}
T & \longrightarrow & X \\
\downarrow & & \downarrow \\
X \times Y & \longrightarrow & X \\
\downarrow & & \downarrow \\
Y & \longrightarrow & Y
\end{array}
\]

If \( P_1 \) and \( P_2 \) are two such objects, a standard argument shows that \( P_1 \) and \( P_2 \) must be isomorphic. For a sketch of existence, note that when \( X \) and \( Y \) are affine, we obviously have the dual diagram in the category of commutative \( k \)-algebras:

\[
\begin{array}{ccc}
R & \longrightarrow & A \\
\downarrow & & \downarrow \\
A \otimes B & \longrightarrow & A \\
\downarrow & & \downarrow \\
B & \longrightarrow & B
\end{array}
\]

and we need only patch these together – Hartshorne goes into the details.

The next thing we want to introduce is the notion of a functor of \( T \)-points for a fixed scheme \( T \). This is a functor from the category of schemes to the category of sets.

\[
X \mapsto \text{Hom}(T, X) =: X(T) \\
(X \xrightarrow{f} Y) \mapsto (g \mapsto f \circ g)
\]

An example is:

**Example.** If \( k = \overline{k} \) and \( X \) is finite type over \( k \), then \( (\text{Spec} \, A)(k) = \text{Hom}_k(A, k) = \text{MaxSpec} \, A \).

A slightly more interesting example is:

**Example.** Consider \( X = \text{Spec} \, \mathbb{R}[t] \); then \( X(\text{Spec} \, \mathbb{R}) = \text{Hom}_\mathbb{R}(\mathbb{R}[t], \mathbb{R}) = \mathbb{R} \). On the other hand, \( X(\text{Spec} \, \mathbb{C}) = \text{Hom}_\mathbb{R}(\mathbb{R}[t], \mathbb{C}) = \mathbb{C} \).

From the universal property of products, we see that for any \( T \), \( X(T) \times Y(T) = (X \times Y)(T) \). If we have a map \( G \times G \to G \), we get maps \( G(T) \times G(T) \to G(T) \). So an action \( G \times X \to X \) gives an action \( G(T) \times X(T) \to X(T) \).

A warning: the map on underlying sets from the underlying set of \( X \times Y \) to the product of the underlying set of \( X \) and the underlying set of \( Y \) is not an equality. For instance:

**Example.** Let \( X = Y = \text{Spec} \, \mathbb{R}[t] \). The closed points of \( X \times Y \) are equivalence classes in \( \mathbb{C}^2 \), where equivalence is given by conjugation. Then \((t^2 + 1) \in \text{Spec} \, \mathbb{R}[t] \) and \((u^2 + 1) \in \text{Spec} \, \mathbb{R}[u] \),
but the ideal \( \langle t^2 + 1, u^2 + 1 \rangle \in \text{Spec} \mathbb{R}[t, u] \) is not prime. The ideals \( \langle t - u, t^2 + 1, u^2 + 1 \rangle \) and \( \langle t + u, t^2 + 1, u^2 + 1 \rangle \) correspond to the sets \( \{(i, i), (-i, i)\} \) and \( \{(i, -i), (-i, i)\} \) respectively.

More generally, for every irreducible polynomial \( f(t, u) \), we get a point in \( \text{Spec} \mathbb{R}[t, u] \) and we see that we get (in the scheme-theoretic product) uncountably many points lying over a single point in the set-wise product.

**February 4 - Assorted conditions on maps.** Today we discussed: closed subschemes, finite maps and maps of finite type.

In the affine worlds we want closed subschemes of Spec \( A \) to correspond to ideals of \( A \). For example, if \( A = k[x] \), then

\[
\text{Spec } k \subset \text{Spec } \frac{A}{(x^2)} \subset \text{Spec } A
\]

are closed subschemes.

**Definition.** If \( (X, \mathcal{O}) \) is a scheme, a closed subscheme \( (Z, \mathcal{A}) \) is a scheme with a map \( (\phi, \phi^#) \) to \( (X, \mathcal{O}) \) such that \( \phi \) is a closed embedding and \( \phi^# \) is surjective.

Since \( \phi^# \) is surjective, it gives us an ideal sheaf \( \mathcal{I}_Z \) on \( X \), where

\[
\mathcal{I}_Z(U) = \ker(\mathcal{O}(U) \to \mathcal{A}(\phi^{-1}(U))).
\]

It is a nontrivial theorem that the closed subschemes of \( \text{Spec } A \) correspond exactly to ideals of \( A \): One might imagine that there could be some other closed subschemes which only locally come from ideals without doing so globally. Hartshorne proves this theorem as Exercise II.3.10.(b); a better proof can be found as Corollary II.5.10.

Maps of finite type are the scheme-analogues of maps of rings \( A \to B \) inducing a finitely generated \( A \)-algebra structure on \( B \). Exercise II.3.1 shows that even if this condition is defined for a particular cover by affine schemes, it still holds for any affine subscheme. Maps of finite type have finite dimensional fibers and can be thought of as “finite dimensional fibers in a really nice way”.

Finite maps are the scheme-analogues of maps of rings \( A \to B \) which endow \( B \) with the structure of a finitely generated \( A \)-module (\( B \) is module-finite over \( A \)). Finite maps have finite fibers. (The converse isn’t true though: \( \text{Spec } k[u, u^{-1}] \to \text{Spec } k[u] \) has finite fibers but is not finite.) We spent some time talking about finite maps last term – see October 6, 8 and 10.

**February 6 - Separated schemes.** A good analogy that one should have for this topic is that *separated* is like Hausdorff.

**Example. Non-hausdorff manifold** Take two disjoint copies of \( \mathbb{R} \) and glue \( \mathbb{R}^* \) to \( \mathbb{R}^* \) by the identity map. The space \( X = \mathbb{R}^* \sqcup \mathbb{R}^*/\sim \) is a “line with double point”, which is a manifold which is not Hausdorff.

**Example. Separated scheme** In schemes, take \( \text{Spec } k[t] \) and \( \text{Spec } k[u] \) and glue the open subsets \( D(t) \) and \( D(u) \) by \( k[t, t^{-1}] \simeq k[u, u^{-1}] \) by \( t \mapsto u \). (Note: if we glue the open subsets by \( t \mapsto u^{-1} \), we get \( \mathbb{P}^1 \), which is separated). The space we get, which can be also considered as a “line with double point”, is not separated. We will talk more about this example after we give a precise definition.

**Definition.** Let \( X \) be a scheme over \( S \). Then, \( X \) is *separated* if the diagonal embedding \( X \to X \times_S X \) is a closed embedding.
Note that usually, $S$ is quite simple, such as $\text{Spec } k$ or $\text{Spec } \mathbb{Z}$. To check whether a scheme $X$ is affine, we can actually limit our attention to open covers:

**Lemma.** Let $X = \cup U_i$. Then, $X$ is separated if and only if all the diagonal maps $U_i \cap U_j \to U_i \times U_j$ are close embeddings

**Proof.** $U_i \times U_j$'s form an open cover of $X \times X$. □

Now, with the above the definition, let’s look at our previous example.

**Example.**

(1) (*Revisited*) Let $X$ be a line with double points. i.e., $X = (\text{Spec } k[\![u]\!] ) \cup (\text{Spec } k[\![t]\!] )$. For convenience, let $U = \text{Spec } k[u]$, and $V = \text{Spec } k[v]$. We see that $U \cap V \cong \text{Spec } k[ss^{-1}]$, and the diagonal map is $\Delta : U \cap V \to U \times V$ such that the ring map associated to it sends $t, u$ to $s$. This is not a closed embedding, because geometrically, $U \times V$ is a rectangle, and $U \cap V$ is a diagonal without one point.

(2) Now we glue $U, V$ as above along $\text{Spec } k[\![s, s^{-1}]\!]$ with a map

$$U \cap V \to U \times V$$

such that the associated ring map sends $t \mapsto s$, and $u \mapsto s^{-1}$. Then $k[t, u]$ generates $\text{Spec } k[\![s, s^{-1}]\!]$, and our diagonal embedding is actually a closed embedding.

**Facts**

(1) Affine schemes are separated
(2) Proj $S$ is also separated
(3) Open/closed subschemes of a separated scheme are also separated

The above facts motivate us to give a below definition:

**Definition.** A scheme is *quasi-projective* if it is an open subscheme of a projective scheme

So basically, one can get non-separated schemes by glueing/ taking quotients.

Places where one should say “separated”:

Suppose we have two schemes $S$ and $T$ and two maps $\phi, \psi : S \to T$. Suppose also that there exists a dense subset $Z$ of the underlying set of $S$ such that $\phi|_Z = \psi|_Z$. Then, we want $\phi = \psi$. In order for the condition $\phi|_Z = \psi|_Z$ to imply $\phi = \psi$, we need both $S$ and $T$ to be separated. (See exercise II.4.2.)

If $X$ is separated, and $U, V$ are affine open subschemes, then $U \cap V$ is affine. (See exercise II.4.3. You also might like to look back to Problem 5(a), Problem Set 6, from last term.)

**February 9 – Proper schemes.** Motivating analogy: *proper* for schemes is like *compact* for topological spaces.

As with finite maps, $X \to Y$ proper implies proper fibers, but the converse does not hold. (Take the same counterexample as before, i.e. the hyperbola projected to the affine line)

**Definition.** A map $\pi : X \to Y$ is *proper* if it is separated, of finite type, and universally closed.

**Definition.** A map $\pi : X \to Y$ is *universally closed* if for all $Y' \to Y$, the pullback $X \times_Y Y' \to Y'$ is *closed*, i.e. any closed subset $Z \subset X \times_Y Y'$ has closed image in $Y'$. 
Example. The map $\mathbb{A}^1 = \text{Spec } k[x] \to \text{Spec } k$ is not proper.

Take $Y' = \text{Spec } k[y] \to \text{Spec } k$, then the pullback by this map has $\text{Spec } k[x] \times \text{Spec } k[y] = \text{Spec } k[x, y] = \mathbb{A}^2$:

$$Z = V(xy - 1) \hookrightarrow \mathbb{A}^2 \twoheadrightarrow \mathbb{A}^1$$

$$\pi'(Z) = \{ y \neq 0 \} \hookrightarrow \mathbb{A}^1 \twoheadrightarrow \text{Spec } k$$

If we take $Z$ to be the hyperbola cut out by $xy - 1$, then the image $\pi'(Z)$ will be $\mathbb{A}^1$ with the origin removed, which is not closed in $\mathbb{A}^1$.

**Remark.** $\pi'$ fails to be closed because $Z$ has points “running off to infinity” in the $X$-fibers.

Example. The map $\mathbb{P}^1 = \text{Proj } k[x_0, x_1] \to \text{Spec } k$ is proper.

We do not prove this, but we observe that the same setup as above does not disprove properness: if we identify $\mathbb{A}^1$ with the affine open $U_0 = \{ [x_0 : x_1] | x_0 \neq 0 \} = \{ [1 : x] \}$, then the equation $xy - 1 = (x_1/x_0)y - 1$ homogenizes to $x_1y - x_0$:

$$Z = V(x_1y - x_0) \hookrightarrow \mathbb{P}^1 \times \mathbb{A}^1 \twoheadrightarrow \mathbb{P}^1$$

$$\pi'(Z) = \mathbb{A}^1 \hookrightarrow \mathbb{A}^1 \twoheadrightarrow \text{Spec } k$$

Now the image $\pi'(Z)$ is all of $\mathbb{A}^1$, since the point “at infinity” of $\mathbb{P}^1$ i.e. $[x_0 : x_1] = [0 : 1]$ is in the fiber above the origin $y = 0$.

**Nice properties of properness**

1. Properness is local on the target $Y$, i.e. if $U \subset Y$ and $\pi: X \to Y$ is proper, then $\pi^{-1}(U) \to U$ is proper, and conversely if $\{ U_i \}$ is an open cover of $Y$ and each $\pi^{-1}(U_i) \to U_i$ is proper, then $X \to Y$ is proper.
2. Properness is stable under base change, i.e. if $X \to Y$ is proper and $U \to Y$ is any map, then $X \times_Y U \to U$ is proper. (This generalizes the first half of (1) where $U \hookrightarrow Y$ is an inclusion)
3. If $X \twoheadrightarrow Z$ is proper and factors through $X \xrightarrow{f} Y \xrightarrow{g} Z$, i.e. $\pi = g \circ f$, then $X \xrightarrow{f} Y$ is proper. ($Y \xrightarrow{g} Z$ does not have to be proper)
4. Images of proper maps are closed. (universally closed implies closed)
5. If $S$ is a $\mathbb{Z}_{\geq 0}$-graded ring, finitely generated over $S_0$, then $\text{Proj } S \to \text{Spec } S_0$ is proper.
6. Finite maps are proper. (follows from Nakayama’s lemma)
7. If $Y$ is noetherian and $X \xrightarrow{\pi} Y$ has finite fibers ($\pi$ is **quasi-finite**), then the following are equivalent:
\(
\bullet \pi \text{ is finite}
\)

\(\bullet \pi \text{ is projective}
\)

\(\bullet \pi \text{ is proper}.
\)

**Added by David:** I tried to sketch a proof of (5) at the end of class and did a poor job of it. Let’s try again. Our claim is local on \(Y'\), so we may take \(Y' = \text{Spec} T_0\). Let \(T\) be the graded ring \(S \otimes S_0 T_0\). Then \(X \times_Y Y' = \text{Proj} T\) and we just need to prove that the map \(\text{Proj} T \to \text{Spec} T_0\) is closed. Let \(Z\) be a closed subset of \(\text{Proj} T\), corresponding to a graded ideal \(I = \bigoplus I_j\) in \(T\). Then \(p \in \text{Spec} T_0\) is in the image of \(Z\) if and only if \(\text{Proj} T/pT\) is nonempty. Now, \(\text{Proj} T/pT\) is nonempty if and only if \((T/pT)_j \neq 0\) for all sufficiently large \(j\). Since an intersection of closed sets is closed, we simplest must show that the set of \(p\) for which \((T/pT)_j\) is nonzero is closed. Since \(T\) is a finitely generated graded \(T_0\)-module, \(T_j\) is a finitely generated \(T_0\)-module. Write \(T_j\) as the cokernel of \(\phi: T_{M0} \to T_{N0}\), where we might have to take \(M\) infinite if \(S_0\) is not noetherian, but \(N\) is finite. So we can think of \(\phi\) as an \(M \times N\) matrix. We want to study the set of primes \(p\) for which \(\phi\) mod \(p\) is not of full rank. This set is Zariski closed, since it is cut out by the \(N \times N\) minors of \(\phi\).

**February 11 – The valuative criterion.** Let \(X \to \text{Spec} k\) be a proper map, let \(V\) be a \(k\)-scheme, and let \(U \subset V\) be an open dense subset. Let \(\phi: U \to X\). We have the open inclusion of \(U\) into \(V\), and we get maps \(U \xarr{\psi} X \times V\) that can project down to \(\text{Spec} k\) through either \(X\) or \(V\) (as in the diagram below). Properness says \(\psi(U)\) projects to a closed subset of \(V\), so there are points of \(\psi(U)\) over all of \(V\).

\[
\begin{array}{ccc}
\psi & \downarrow & \downarrow \\
U & \to & X \times V \\
\downarrow & & \downarrow \\
X & \leftarrow & \text{Spec} k \\
& & \downarrow \\
& & V
\end{array}
\]

The valuative criterion asserts that we can extend \(\phi: U \to X\) to a morphism \(\overline{\phi}: V \to X\).

For example, suppose \(V = \text{Spec} k[[t]]\), and \(U = \text{Spec} k((t))\). If \(X = \mathbb{P}^2 = \text{Proj} k[x, y, z]\), then we can map \(U \to \text{Spec} k[\frac{z}{z}, \frac{y}{z}] \subset \mathbb{P}^2_k\) by e.g. \(\frac{z}{z} \mapsto t^{-1} + 3t + \ldots\) and \(\frac{y}{z} \mapsto 7t^{-1} + \ldots\). The valuative criterion says that a solution in power series in \(t, t^{-1}\) can be extended to a solution in power series in \(t\).

In general, such an extension does not exist: consider the map \(\mathbb{P}^2 \setminus \{(0 : 0 : 1)\} \to \mathbb{P}^1\) given by \((x : y : z) \mapsto (x : y)\). This does not extend to all of \(\mathbb{P}^2\), because local rings on surfaces are not necessarily valuation rings.

Let us show the valuative criterion in the case \(R = k[[t]]\) and \(K = \text{Frac} R = k((t))\). Consider:

\[
\begin{array}{ccc}
\psi & \downarrow & \downarrow \\
\Spec K & \to & X \times_{\Spec R} \Spec R \\
\downarrow & & \downarrow \\
\Spec k & \leftarrow & \Spec R
\end{array}
\]
We can factor $\psi$ as $\text{Spec } K \to \overline{\psi(\text{Spec } K)} \to X \times_{\text{Spec } R} \text{Spec } R$. There is a point $q \in X \times \text{Spec } R$ over any $t_0 \in \text{Spec } R$. Let $p \in X$ be the image of $q$ in $X$, and pass to an open affine $\text{Spec } A$ containing $p$. This allows us to draw the corresponding diagram on rings:

\[
\begin{array}{c}
\text{Spec } K \\
\overline{\psi(\text{Spec } K)} \\
X \\
\times_{\text{Spec } R} \text{Spec } R \\
B \\
\phi^* \\
\alpha^* \\
A \\
\to A[[t]] \\
k[[t]]
\end{array}
\]

We need to show that $\phi^*(A) \subset k[[t]]$. Suppose not: say $\phi^*(a) = t^{-n} \cdot \text{(stuff)}$, then $\alpha^*(a) = t^{-n} \cdot \text{(stuff)}$. It follows that $B \otimes_R R/tR = B \otimes_R k = 0$, so there are no points of $\overline{\psi(\text{Spec } K)}$ above $t_0$, a contradiction. This completes the proof.

**February 13 – Examples of gluing coherent sheaves.** We discussed some examples of gluing coherent sheaves.

**Example 1:** char $k \neq 2$, $A = k[x, y]/(y^2 - x^3 + x)$, $\Omega^1_A = Adx + Ady/(2ydy - (3x^2 - 1)dx)$. We have two charts $D(y)$ and $D(3x^2 - 1)$. We can talk about the elements $\frac{dx}{2y} \in y^{-1}\Omega^1_A$ and $\frac{dy}{3x^2 - 1} \in (3x^2 - 1)^{-1}\Omega^1_A$. On the overlap $D(y(3x^2 - 1))$, we have $\frac{dx}{2y} = \frac{dy}{3x^2 - 1}$. So the sheaf property says that there should be some $\omega$ in $\Omega^1_A$ which restricts to $\frac{dx}{2y}$ on $D(y)$ and $\frac{dy}{3x^2 - 1}$ on $D(3x^2 - 1)$.

We can find $\omega$ explicitly. The condition that $\text{Spec } A = D(y) \cup D(3x^2 - 1)$ means that $y$ and $3x^2 - 1$ must generate the unit ideal. Explicitly $-\frac{9}{2}y^2x + (3x^2 - 1)(\frac{3}{2}x^2 - 1) = 1$. So

$$\omega = (-\frac{9}{2}y^2x + (3x^2 - 1)(\frac{3}{2}x^2 - 1))\omega = (-\frac{9}{2}xy)\frac{dx}{2} + (\frac{3}{2}x^2 - 1)dy.$$

But we can also think about $\omega$ without having to explicitly find a formula for it.

We started **Example 2:** Take $A = k[x, y]/(y^2 - x^3 + x)$, $B = k[u, v]/(u^2 + v^3 - u)$. Glue $\text{Spec } A$ to $\text{Spec } B$. $D(x) \simeq D(u)$. $x = \frac{1}{u}$, $y = \frac{v}{u^2}$, take $\Omega^1_A$ glue to $\Omega^1_B$. We have $x^{-1}\Omega^1_A \simeq u^{-1}\Omega^1_B$. Glue $\frac{dx}{2y} = \frac{du}{2v}$ to get a sheaf $\Omega^1$. This shows how we can talk about 1-forms as sections of a sheaf on non-affine spaces. A good exercise is to work out that the global sections of this $\Omega^1$ are one dimensional. More generally, Problem 4 on Problem Set 10, from Fall Term, works out the case of global 1-forms on a hyper elliptic curve of genus $g$ and shows that there is a $g$-dimensional space of them.

We decided to retreat to **Example 1.5:** Line bundles on $\mathbb{P}^1$. Let $U = \text{Spec } k[u]$, $V = \text{Spec } k[v]$. Glue $D(u)$ to $D(v)$, $u$ to $v^{-1}$. This gives $\mathbb{P}^1$. Let’s build a locally free sheaf $C$ of rank 1 on $\mathbb{P}^1$.

Let $C$ on $U$ be $\widehat{k[u]}/\alpha$ and let $C$ on $V$ be $\widehat{k[u]}/\beta$. Then

$$\begin{align*}
(k[u]_\alpha)(D(u)) &= u^{-1}k[u]_\alpha = k[u, u^{-1}]_\alpha \\
(k[u]_\beta)(D(v)) &= v^{-1}k[v]_\beta = k[v, v^{-1}]_\beta
\end{align*}$$
We can glue $\beta$ to $u^m\alpha$ for any $m \in \mathbb{Z}$. Then
\[
\mathcal{C}(\mathbb{P}^1) = \{(f, g) | f \in \mathcal{C}(U), g \in \mathcal{C}(V) : f|_{UV} = g|_{UV}\}.
\]
Putting $f = p(u)\alpha$ and $g = q(v)\beta$ for polynomials $p$ and $q$, we have $p(u)\alpha = q(u^{-1})u^m\alpha$. So $p$ can be any polynomial of degree $\leq m$, and $q$ is its reversal. There is an $m + 1$ dimensional space of global sections. This is the line bundle $\mathcal{O}(m)$.

**February 16 – Examples of the Proj construction.** We discussed further examples of gluing coherent sheaves.

**Example 1:** Recall the computation from the end of last time. Write $\mathbb{P}^1 = U \cup V$ where $U = \text{Spec} k[u]$ and $V = \text{Spec} k[v]$. Define a coherent sheaf $\mathcal{C}$ on $\mathbb{P}^1$ by $\mathcal{C}(U) = k[u] \cdot \alpha$, $\mathcal{C}(V) = k[v] \cdot \beta$ (the free modules on the generators $\alpha, \beta$, respectively). Glue on $U \cap V$ by $\beta = u^m\alpha$.

This gives the global sections $\mathcal{C}(\mathbb{P}^1) = \{(f, g) | f \in \mathcal{C}(U), g \in \mathcal{C}(V) : f|_{UV} = g|_{UV}\}$. Given a global section $(f, g)$, write $f = p(u)\alpha, g = q(v)\beta$ for polynomials $p \in k[u], q \in k[v]$. We need to have $p(u)\alpha = q(v)\beta$. Since the gluing on $\mathbb{P}^1$ is $v = u^{-1}$, $p(u)\alpha = q(u^{-1}) \cdot u^m\alpha$. The global sections $\Gamma(C)$ are generated by $\{\alpha, u\alpha, \cdots, u^m\alpha\} = \{v^m\beta, v^{-m-1}\beta, \cdots, v\beta, \beta\}$.

**Example 2:** The same example, from a different perspective. Write $\mathbb{P}^1 = \text{Proj} k[x, y]$ with the cover $U = \text{Spec}(y^{-1}k[x, y])_0 = k[\frac{x}{y}], V = \text{Spec}(x^{-1}k[x, y])_0 = \text{Spec} k[\frac{y}{x}]$ and let $u = \frac{y}{x}, v = \frac{x}{y}$.

The overlap is $\text{Spec}((xy)^{-1}k[x, y])_0 = \text{Spec} k[\frac{x}{y}, \frac{y}{x}]$. The coherent sheaf $\mathcal{O}(m)$ (see Hartshorne) is defined by $\mathcal{O}(m)(U) = (y^{-1}S)_m = k[\frac{x}{y}] \cdot y^m$ and $\mathcal{O}(m)(V) = (x^{-1}S)_m = k[\frac{y}{x}] \cdot x^m$. Inside $((xy)^{-1}S)_m$, we have $x^m = (\frac{x}{y})^m y^m$. In other words, this is the previous example with $\beta = x, u = \frac{x}{y}, \alpha = y^m$.

We now discuss some examples that show the subtleties of turning graded modules into sheaves.

**Example 3:** Let $S = k[x, y]/xy$ with the usual grading. Spec $S$ is the union of the $x$- and $y$-axes. So Spec $S \setminus V(x, y)$ is the axes excluding the origin. We claim Proj $S$ is simply two points.

Let’s work through this from the definitions. We obtain Proj $S$ by gluing $\text{Spec}(x^{-1}S)_0$ and $\text{Spec}(y^{-1}S)_0$. Now, $x^{-1}S = x^{-1}k[x, y]/xy = x^{-1}k[x, y]/y = x^{-1}k[x]$ so $(x^{-1}S)_0 = k$. The corresponding chart of Proj $S$ is Spec $k$. Similarly, the other chart is Spec $k$. We have $(xy)^{-1}S = \{0\}$. So the overlap is Spec $\{0\} = \emptyset$ and Proj $S$ is two points.

We have $\mathcal{O}(\text{Proj} S) = k^2$. Notice that $S_0$ is only $k$. Let’s see how this happens from the definitions. We have $\mathcal{O}(\text{Proj} S) = \text{Ker} \left((x^{-1}S)_0 \oplus (y^{-1}S)_0 \rightarrow ((xy)^{-1}S)_0\right)$. The map sends $(f, g) \mapsto f|_{UV} - g|_{UV}$, so its kernel is all of $x^{-1}S_0 \oplus (y^{-1}S)_0 = k \oplus k$.

**Example 4:** Take $S = k[u^4, u^3v, uv^3, v^4] \subset k[u, v]$ (note that $u^2v^2$ is not in $S$). Our grading is such that $S_1 = k \cdot \{u^4, u^3v, uv^3, v^4\}$ (so degree-4 terms in the usual grading become degree-1). We can also think of this as $S = k[p, q, r, s]/(p^2r - q^3, qs^2 - r^3, ps - qr)$.

We have $\text{Proj} S = \text{Spec}(p^{-1}S)_0 \cup \text{Spec}(q^{-1}S)_0$. We have $(p^{-1}S)_0 = k[\frac{u}{w}, \frac{w}{u}, \frac{w}{u^2}], (q^{-1}S)_0 = k[\frac{v}{w}, \frac{w}{v}, \frac{w}{v^2}]$. So Proj $S$ is simply $\mathbb{P}^1$.

Let’s build the sheaf corresponding to the degree 1 part of $S$; we’ll call it $\mathcal{C}$. We have $\mathcal{C}(U) = k[\frac{u}{w}] \cdot u^4$ and $\mathcal{C}(V) = k[\frac{v}{w}] \cdot v^4$. Gluing gives $\mathcal{C}(\mathbb{P}^1) = k[u^4, u^3v, u^2v^2, uv^3, v^4]$, even though $S_1 = k \cdot \{u^4, u^3v, uv^3, v^4\}$.

Finally, we stated but did not prove the following facts:
Let $S$ be a noetherian commutative ring. Then the abelian categories of quasi-coherent (respectively, coherent) sheaves on $\text{Spec } S$ and $S$-modules (resp., finitely generated $S$-modules) are equivalent. The equivalence sends a module $M$ to the sheaf $\tilde{M}$, and sends the sheaf $\mathcal{E}$ to the module $\Gamma(\mathcal{E})$.

In the projective world, given $S$ a $\mathbb{Z}_{\geq 0}$-graded ring, the categories of quasi-coherent (resp., coherent) sheaves on $\text{Proj } S$ and (finitely generated) graded $S$-modules up to low degree are equivalent. We send the module $M$ to $\tilde{M}$; we send the sheaf $\mathcal{E}$ to $\bigoplus_{j \geq 0} \Gamma(\mathcal{E}(j))$.

**February 18 – Vector Bundles and Locally Free Sheaves.** In today’s class, we talked about vector bundles and locally free sheaves. We began with the following definition:

**Definition.** Let $(X, \mathcal{O}_X)$ be a scheme and $\mathcal{E}$ be a sheaf of $\mathcal{O}_X$-module, then $\mathcal{E}$ is said to be **locally free** of rank $r$ if there is a open cover $\{U_i\}$ of $X$ such that $\mathcal{E}|_{U_i} \cong \mathcal{O}_{U_i}^{\oplus r}$ for all $i$. In particular, $\mathcal{E}$ is a coherent sheaf.

Then we introduced the notion of vector bundle.

**Definition.** A rank $r$ vector bundle is a scheme $\mathcal{E}$ over $X$ (namely, $\pi : E \to X$) with maps

$$\alpha : E \times_X E \to E, \quad \mathcal{M} : \mathbb{A}_X^r \times_X E \to E,$$

which locally look like addition and scalar multiplication in the sense that for any $x \in X$ we have the following maps

$$\alpha : \mathbb{A}_U^r \times_U \mathbb{A}_U^r \to \mathbb{A}_U^r, \quad (\text{addition}) \mathcal{M} : \mathbb{A}_U^1 \times_U \mathbb{A}_U^r \to \mathbb{A}_U^r, \quad (\text{scalar multiplication})$$

for some open subset $U$ of $x \in X$.

Then we described the correspondence between vector bundle $E$ of rank $r$ and locally free sheaf $\mathcal{E}$ of rank $r$ by the following constructions: (See Exercise II 5.18 for details) (1). Given the vector bundle $E \xrightarrow{\pi} X$ of rank $r$, we define a sheaf on $X$ by:

$$\mathcal{E}(U) = \{\text{sections of } U \to \pi^{-1}(U)\}$$

It is a sheaf with abelian group structure. Also it is an $\mathcal{O}_X$-module: Given $f \in \mathcal{O}_X(U)$, $U \to \pi^{-1}(U)$, $f$ gives a map $\phi : U \to \mathbb{A}_U^1$, then we define

$$\phi \times \sigma : U \to \mathbb{A}_U^1 \times_U \pi^{-1}(U) \xrightarrow{\mathcal{M}} \pi^{-1}(U).$$

(2). Conversely, given a locally free sheaf $\mathcal{E}$, we want to construct a vector bundle $E$ corresponding to it. There are two routes to do so:

(i) (messy) Take an open cover $U_i$ of $X$ on which we have isomorphisms $\phi_i : \mathcal{E}_{U_i}^{\oplus r} \cong \mathcal{E}|_{U_i}$. Then we have maps $g_{ij} : \mathcal{E}_{U_i \cap U_j}^{\oplus r} \to \mathcal{E}_{U_i \cap U_j}^{\oplus r}$ given by

$$\mathcal{E}_{U_i \cap U_j}^{\oplus r} \xrightarrow{\phi_i} \mathcal{E}_{U_i \cap U_j} \xrightarrow{\phi_j} \mathcal{E}_{U_i \cap U_j}^{\oplus r}.$$  

On triple overlap $U_i \cap U_j \cap U_k$, we have

$$g_{ij} |_{U_i \cap U_j \cap U_k} \circ g_{jk} |_{U_i \cap U_j \cap U_k} = g_{ik} |_{U_i \cap U_j \cap U_k}.$$  

Each $g_{ij}$ is an $r \times r$ matrix with entries in $\mathcal{O}(U_i \cap U_j)$, so it gives an automorphism of $\mathbb{A}_U^r|_{U_i \cap U_j}$. Use these to glue the $\mathbb{A}_U^r|_{U_i \cap U_j}$ together.

(ii) (slicker) We may just consider the case where $X = \text{Spec } R$ as it glues to a scheme. Let $M$ be a locally free $R$-module of rank $r$. Take $E = \text{Spec } \text{Sym} \cdot M^\vee$, where $M^\vee = \text{Hom}(M, R)$ and

$$\text{Sym}^n M^\vee = R \oplus M^\vee \oplus \text{Sym}^2 M^\vee \oplus \cdots$$
in which $\text{Sym}^2 M^\vee = M^\vee \otimes_R M^\vee / (m_1 \otimes m_2 - m_2 \otimes m_1)$ and so forth. It is clear that $\text{Sym}^\bullet M^\vee$ is a commutative ring. If $M$ is locally free, then the sections $\text{Spec } R \to E$ corresponds to $M$, as the ring map $\text{Sym}^\bullet M^\vee \to R$ is determined by the map $M^\vee \to R$ and $(M^\vee)^\vee \cong M$.

**February 20 – Line bundles and divisors.** A line bundle is a locally free sheaf of rank 1. Cartier divisors correspond to line bundles most generally, while Weil divisors are more geometric. From now, assume we’re on an integral, Noetherian, locally factorial scheme. (Locally factorial means that local rings are UFD’s. Just as a reminder, there are plenty of non-UFD local rings in the world: Localize $k[x, y]/(y^2 - x^3)$ at $(x, y)$ or localize $k[x, y, z]/(xz - y^2)$ at $(x, y, z)$.) These aren’t the weakest possible hypotheses, but we’re not aiming for the weakest possible hypotheses.

Local rings at the height 1 primes are discrete valuation rings; so for any height 1 prime $p$, and any $f \in \text{Frac } O_p$, we can talk about $v_p(f)$.

A **Weil divisor** on $X$ is a formal sum of height 1 primes (possibly with negative coefficients), and we write

$$\text{Div}(X) = \mathbb{Z} \cdot \{\text{height 1 primes}\}.$$  

Since $X$ is integral, it has a generic point $\eta$ with fraction field $K = \text{Frac } O_p$ for every $p \in X$. For $f \in K^*$, the divisor is

$$\text{Div}(f) = \sum_{\text{ht}(p) = 1} v_p(f) \cdot [p].$$

Such a divisor is called principal, and the class group $C\ell(X)$ is

$$C\ell(X) = \text{Div}(X)/\text{principal divisors}.$$  

In this setup, we have:

**Theorem.** With these hypotheses on $X$, the group of line bundles on $X$ is isomorphic to $C\ell(X)$.

Let’s sketch how this works. In one direction, given a divisor $D = \sum d_p \cdot [p]$ we define a sheaf $O(D)(U) = \{f \in K \mid v_p(f) + d_p \geq 0 \text{ for all } p \in U\}$

Given a line bundle $L$ on $X$, the stalk $L_\eta$ is a one dimensional $K$ vector space. (Here $\eta$ is the generic point and $K = \text{Frac } O_\eta$ is the common value of every $\text{Frac } O_p$. At any height 1 prime $p$, choose a generator $\tau_p$ for $L_p$ as an $O_p$-module. So $\sigma_p \in L_p \otimes_{O_p} k$, and $\sigma_p = f_p \tau_p$. The corresponding divisor is going to be $D = \sum v_p(f_p) \cdot [p]$.  

As an example, let’s take $\mathbb{P}^1 = U \cup V = \text{Spec } k[u] \cup \text{Spec } k[v]$ glued by $u = v^{-1}$. Then $O(m)|_U = k[u] \alpha$ and $O(m)|_V = k[v] \beta$. A section here is something like $c_0 \alpha + c_1 u \alpha + c_2 u^2 \alpha + \ldots + c_m u^m \alpha = c_0 v^m \beta + \ldots + c_m v^m \beta$. This vanishes at the roots of $c_m x^m + \ldots + c_1 xy^{m-1} + c_0 y^m$.

Finally, note that we can pull back line bundles. If $X \xrightarrow{\phi} Y$ and $L \xrightarrow{\pi} Y$ is a line bundle, then $X \times_Y L \to X$ is a line bundle. The corresponding operation on coherent sheaves is taking $\phi^* L$:

$$(\phi^* L)(U) = (O(V)) \otimes_{\lim_{V \supset \phi(U)}} (\lim_{V \supset \phi(U)} L(V))$$
February 23 – Line bundles and maps to $\mathbb{P}^n$. From a Projective space to a line bundle: Given $X \to \mathbb{P}^{n-1}$, we get $\phi^*(\mathcal{O}(1))$, a line bundle on $X$.

$$
\begin{array}{ccc}
X \times_{\mathbb{P}^{n-1}} \mathcal{L} & \xrightarrow{\phi} & \mathcal{L} \\
\downarrow & & \downarrow \\
X & \xrightarrow{\phi} & \mathbb{P}^{n-1}
\end{array}
$$

Every section of $\mathcal{L} \to \mathbb{P}^{n-1}$ pulls back to a section of $X \times_{\mathbb{P}^{n-1}} \mathcal{L}$, namely to a section of $\phi^*(\mathcal{O}(1))$.

**Remark.** This is behind the group law on elliptic curves. Given an elliptic curve $L \subseteq \mathbb{P}^2$ and two lines $L_1, L_2, L_1 \cap L = \{P_1, Q_1, R_1\}, L_2 \cap L = \{P_2, Q_2, R_2\}$. Then $\mathcal{O}(P_1 + Q_1 + R_1) \cong \mathcal{O}(P_2 + Q_2 + R_2) \cong \phi^*(\mathcal{O}(1))$ where $\phi : L \hookrightarrow \mathbb{P}^2$.

From line bundles to projective space: Let $\mathcal{L}$ be a line bundle on $X$, let $\sigma_1, \ldots, \sigma_n$ be a basis of $\Gamma(X, \mathcal{L})$, let $B \subseteq X$ be the closed subscheme $\sigma_1 = \sigma_2 = \cdots = \sigma_n = 0$.

**Definition.** $B$ is called the base points of $\mathcal{L}$.

Thus we get a map $X \setminus B \to \mathbb{P}^{n-1}, x \mapsto (\sigma_1(x), \ldots, \sigma_n(x))$.

Let $U_i$ be the open set in $X$ where $\sigma_i$ is nonzero, thus, $\mathcal{L}|_{U_i} = \mathcal{O}|_{U_i} \cdot \sigma_i$ and on $U_i$,

$$\sigma_j = f_{j/i} \sigma_i$$

for some $f_{j/i} \in \mathcal{O}(U_i)$, $(f_1/i, \ldots, f_n/i)$ gives a map $U_i \to \mathbb{A}^{n-1}$. These glue to a map $X \to \mathbb{P}^{n-1}$.

More generally, given $W \subseteq \Gamma(\mathcal{L})$, we get a map $X \setminus B \to \mathbb{P}(W^*)$.

**Definition.** A linear series on $X$ is a line bundle $\mathcal{L}$ and $W \subseteq \Gamma(\mathcal{L})$ as in the paragraph above.

**Definition.** If $X$ is proper, then $\mathcal{L}$ on $X$ is called very ample if $\mathcal{L}$ has no base points and $X \to \mathbb{P}(\Gamma(\mathcal{L})^*)$ is a closed immersion. $\mathcal{L}$ is called ample if $\mathcal{L}^\otimes n$ is very ample for some $n \in \mathbb{Z}_+$.

**Added after class:** I thought about the issue of non-proper varieties more, and I agree with Hartshorne that it is good, for an arbitrary $X$, to say that a line bundle $\mathcal{L}$ is very ample if $\mathcal{L} \cong \phi^*\mathcal{O}(1)$ for some immersion $\phi : X \to \mathbb{P}^n$. I also agree with Takumi (see [http://math.stackexchange.com/questions/85688](http://math.stackexchange.com/questions/85688)) that Hartshorne has a bad definition of immersion. An immersion should be defined as the composition of first a closed immersion and then an open immersion. EGA does this; Hartshorne puts them in the other order. These should be the same with enough Noetherian hypotheses, but in any case where they differ, I think EGA’s choice is better.

February 25 – More on line bundles and maps to projective space. Let $X$ be a scheme over a field $k$. Today we discussed how to obtain a map $X \to \mathbb{P}^n$ from (sections of) a line bundle $\mathcal{L}$ on $X$. The construction is as follows. First, we pick a vector subspace $W$ of $\Gamma(X, \mathcal{L})$ that we call a linear system. Concretely, on closed points we can choose a basis $\sigma_1, \ldots, \sigma_n$ of $W$, and then define the map

$$
X \setminus B \to \mathbb{P}(W^*) \cong \mathbb{P}^{n-1}
$$

$$
x \mapsto [\sigma_1(x) : \sigma_2(x) : \cdots : \sigma_n(x)]
$$

where $B$ is the subset of $X$ on which the $\sigma_i$ simultaneously vanish.

Here is a first example:
Example (Cuspidal cubic). Let $X = \mathbf{A}^1_k$ and $L = \mathcal{O}_X$. Then, $\Gamma(L) \cong k[t]$ is infinite dimensional over $k$. Choosing $W = k\{1, t^2, t^3\}$, i.e., the $k$-vector subspace of $k[t]$ spanned by $1, t^2, t^3$, we get a map

$$\mathbf{A}^1 \to \mathbf{P}^2$$

$$t \mapsto [1 : t^2 : t^3]$$

whose image in $\mathbf{P}^2$ is the cuspidal cubic minus the point at $\infty$. Note that if we were allowed to talk about (very) amplitude of linear systems, this linear system would not be very ample because the map it induces is not an immersion; in particular, the local sections at the origin do not induce a surjection onto regular functions on $\mathbf{A}^1$.

Instead, if we take the linear system spanned by $t^2, t^3$, then $B = \{0\}$ are our base points. We therefore get a map

$$\mathbf{A}^1 \setminus \{0\} \to \mathbf{P}^1$$

$$t \mapsto [t^2 : t^3] = [1 : t]$$

whose image is $\mathbf{P}^1 \setminus \{0, \infty\}$.

In the same vein, we have the following example:

Example (\(\mathbf{P}^1\) as a quotient space). Let $X = \mathbf{A}^2_k$, and $L = \mathcal{O}_X$. Then, $\Gamma(X, L) = k[x, y]$. If we take $W$ to be the vector subspace spanned by $x, y$, then $B = \{0\}$, and we get a map

$$\mathbf{A}^2 \setminus \{0\} \to \mathbf{P}^1$$

$$(x, y) \mapsto [x : y]$$

which we recall is the quotient map used to define $\mathbf{P}^1$ last semester.

Here is a more involved example:

Let $X$ be the hyperelliptic curve obtained by glueing the two curves $\{v^2 = u + u^{2g+1}\}$ and $\{y^2 = x^{2g+1} + x\}$ in $\mathbf{A}^2$ by $(u, v) = (x^{-1}, yx^{-(2g+1)})$.

Let $\infty$ be the unique point in $\{u = v = 0\}$. In the local ring at $\infty$, we have $u = v^2($unit$) = v^2(1 + u^{2g})$, hence $v\mathcal{O}_\infty$ generates $\mathfrak{m}_\infty$. The local ring $\mathcal{O}_\infty$ is a DVR. We compute the some valuations of elements in $\mathcal{O}_\infty$:

$$\nu_\infty(v) = 1, \quad \nu_\infty(u) = 2, \quad \nu_\infty(x) = -2, \quad \nu_\infty(y) = 1 + (g + 1)(-2) = -(2g + 1)$$

Note that $g = 1$ gives an elliptic curve.

Now $\Gamma(X, \mathcal{O}_X) = k$ (since for any complete projective curve, there is no nonconstant polynomial that doesn’t blow up at $\infty$). We investigate what happens if we allow poles at $\infty$. First, note

$$\frac{k[x, y]}{y^2 = x^{2g+1} + x} = k[x] + k[x]y \text{ (as a } k[x]\text{-module)}$$

So, any polynomial $k[x, y]$ can be expressed as $f(x) + h(x)y$. We then can calculate

$$\nu_\infty(f(x) + g(x)y) = \min\{\nu_\infty(f(x)), \nu_\infty(h(x))\nu_\infty(y)\}$$

$$= \min\{-2 \deg f, -(2 \deg h + 2g + 1)\}$$

Thus, even if we allow a pole at $\infty$, we gain nothing: $\Gamma(X, \mathcal{O}_X(\infty)) = k$.

On the other hand, $\Gamma(X, \mathcal{O}_X(2\infty)) = k + k \cdot x$. Note that $\mathcal{O}(2\infty)_\infty = \mathcal{O}_\infty \cdot x$. The section $x \in \Gamma(X, \mathcal{O}_X(2\infty))$ is nonvanishing at $\infty$, while the section $1 \in \Gamma(X, \mathcal{O}_X(2\infty))$ is vanishing.
at $\infty$, since $1 = u \cdot x$ and $u \in m \subset \mathcal{O}_\infty$. Thus, the linear system spanned by $1, x$ has no base points, inducing the map

$$X \xrightarrow{\phi} \mathbb{P}^1$$

$$(x, y) \mapsto [1 : x]$$

$$(u, v) \mapsto [u : 1]$$

which is a twofold cover, where we note the maps glue since $u = x^{-1}$, and $\mathcal{O}(2\infty) = \varphi^*\mathcal{O}(1)$.

We can allow even higher order poles at $\infty$:

$$\Gamma(X, \mathcal{O}(3\infty)) = \begin{cases} k + kx + ky & \text{if } g = 1 \\ k + kx & \text{if } g > 1 \end{cases}$$

The case $g = 1$ gives an embedding

$$E \hookrightarrow \mathbb{P}^2$$

$$(x, y) \mapsto [1 : x : y]$$

$$(u, v) \mapsto \begin{bmatrix} 1 & x \\ y & y : 1 \end{bmatrix}$$

so choosing a point in $E$ induces an embedding of $E$ as a cubic curve in $\mathbb{P}^2$. With some work, we can show this is a closed embedding, so $\mathcal{O}(3P)$ where $P$ is a point in $E$ is very ample on $E$ a genus 1 curve.

If $g > 1$, then $\infty$ is a base point of $\mathcal{O}(3\infty)$. This is because the section 1 has a pole of order 0 at $\infty$ and $x$ has a pole of order 2 at $\infty$, and so both sections have poles of order less than 3, and therefore have vanishing at $\infty$. Thus, $\infty$ is a base point for our linear system, and we get a map $X \setminus \{\infty\} \to \mathbb{P}^1$.

In general, a line bundle of the form $\mathcal{O}(n\infty)$ has a base point for $n$ odd, and has no base points for $n$ even, until $n = 2g + 1$ when $y$ becomes a section. Before this point, the induced map is a double cover of higher and higher degree rational curves, and when $n = 2g + 1$ we get an honest embedding of our curve in $\mathbb{P}^n$. Thus, $\mathcal{O}(\infty)$ is an ample divisor on a hyperelliptic curve.

Finally, $\mathcal{O}((2g - 2)\infty)$ is the canonical class of a genus $g$ hyperelliptic curve; the discussion above can be translated into the language of differential forms.

**February 27 – Various remarks about line bundles.** Why are we thinking about line bundles? Because we sometimes don’t have enough actual functions (e.g. on connected projective varieties, we only have constant functions). As a concrete example, a cubic in $\mathbb{P}^2$ is a section of a line bundle, but not the zero locus of a polynomial. A very ample line bundle is one that embeds into $\mathbb{P}^n$.

**Some comments on ampleness:** If $X$ is proper (smooth?) and $\mathcal{L}$ is a line bundle on $X$, then for every curve $C$ in $X$, we have a line bundle $\mathcal{L}|_C$, which has a degree. If $\mathcal{L}$ is ample on $X$, then $\mathcal{L}|_C$ is certainly ample on $C$. In that case, $\deg \mathcal{L}|_C > 0$. In fact, $\mathcal{L}$ is ample if and only if $\deg \mathcal{L}|_C > 0$ is ample for every curve $C \subset X$. There isn’t really an analogue of this for very ample line bundles, and is maybe the first place where ample starts looking better.

**A discussion of Proj and the twisting sheaf:** Throughout, let $S$ be a positively graded ring which is generated in degree 1. Remember that Proj $S$ is glued from Spec($f^{-1}S)_0$. 
Why are we doing this, and what does this look like? Spec $f^{-1}S$ is open in Spec $S$, and the union is $\bigcup_f \text{Spec } f^{-1}S = \text{Spec } S \setminus V(\{f \mid f \in S_{>0}\})$. So we get a map

$$\text{Spec } S \setminus V(\{f \mid f \in S_{>0}\}) \to \text{Proj } S$$

$$\text{Spec } f^{-1}S \mapsto \text{Spec } (f^{-1}S)_0$$

which can be thought of as ‘quotienting by dilation’.

Given a graded module $M = \bigoplus M_j$ for $S$, the sheaf $\mathcal{M}$ on Proj $S$ is $\mathcal{M}(D_+(f)) = (f^{-1}M)_0$, which is clearly an $(f^{-1}S)_0$-module. On the module side, we get a twist by $M[n] = M_{i+n}$. In particular, we get a line bundle $\mathcal{O}(n) := S[n]$. Then $\mathcal{M}[n] \cong \mathcal{M} \otimes_{\mathcal{O}} \mathcal{O}(n)$.

Let’s look on $\mathbb{P}^1$. There are two charts, $\mathbb{P}^1 = U \cup V$, where $U = \text{Spec } k[x]$ and $V = \text{Spec } k[x^{-1}]$. Then $\mathcal{O}(n)(U) = k[x] \cdot \alpha$ and $\mathcal{O}_n(V) = k[x] \cdot \beta$, and we glue these together by $\beta = x^a \alpha$.

If $E \to \mathbb{P}^1$ is a vector bundle, with could have (say) $E|_U \cong \mathbb{A}^r \times U$ and $E|_V \cong \mathbb{A}^r \times V$, glued by $g \in \text{GL}_r(k[x, x^{-1}])$. Twisting replaces $g$ for $E$ by $x^ag$ for $E \otimes_{\mathcal{O}} \mathcal{O}(n)$. If $\mathcal{E}(U)$ has basis $e_1, \ldots, e_n$ and $\mathcal{E}(V)$ has basis $f_1, \ldots, f_n$, then $(\mathcal{E} \otimes \mathcal{O}(n))(U)$ has basis $\alpha \otimes e_1, \ldots, \alpha \otimes e_n$ and $(\mathcal{E} \otimes \mathcal{O}(n))(V)$ has basis $\beta \otimes e_1, \ldots, \beta \otimes e_n$.

Some functors between categories we’ve seen so far:

\[
\begin{array}{ccc}
\text{Graded } k[x_0, \ldots, x_r]-\text{modules} & \xrightarrow{\text{embed}} & \text{Saturated graded } k[x_0, \ldots, x_r]-\text{modules} \\
\downarrow \text{saturate} & & \downarrow \text{saturate} \\
\text{Quasi-coherent sheaves on } \mathbb{P}^r & & \text{Quasi-coherent sheaves on } \mathbb{P}^r \\
\end{array}
\]

The downward map, saturation, is the composition of the two diagonal arrows. When $I$ is a graded ideal of $k[x_0, \ldots, x_r]$, the saturation of $I$ is $\bigcup_j (I : \mathfrak{m}^\infty)$, where $\mathfrak{m} = \langle x_0, \ldots, x_r \rangle$. See Section 15.4 in Vakil for a good discussion.

**March 9 – Introduction to sheaf cohomology.** Let $X$ be a topological space, and let $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{C}$ be three sheaves of abelian groups on $X$. Then, recall that if the sequence

$$0 \to \mathcal{A} \to \mathcal{B} \to \mathcal{C} \to 0$$

is exact, then the sequence

$$0 \to \Gamma(X, \mathcal{A}) \to \Gamma(X, \mathcal{B}) \to \Gamma(X, \mathcal{C})$$

is exact, but we can’t extend this to a short exact sequence. We have the following examples:

**Example.** Let $X$ be a smooth manifold. Let $\mathbb{R}$ be the sheaf of locally constant $\mathbb{R}$-valued functions, $\mathcal{C}^\infty$ the sheaf of smooth functions, and $\mathcal{Z}^1$ the sheaf of smooth closed 1-forms. Then, we have the short exact sequence

$$0 \to \mathbb{R} \to \mathcal{C}^\infty \to \mathcal{Z}^1 \to 0$$

by the Poincaré lemma. We then have the sequence

$$0 \to H^0(X, \mathbb{R}) \to \mathcal{C}^\infty(X) \xrightarrow{d} \mathcal{Z}^1(X) \to H^1_{\text{DR}}(X, \mathbb{R})$$

which is exact. $H^1_{\text{DR}}(X, \mathbb{R})$ “measures the failure of integrability of 1-forms on $X$.”
Example. Let $X$ be a complex manifold. Let $\mathbb{Z}$ be the sheaf of locally constant $\mathbb{Z}$-valued functions, $\mathcal{H}$ the sheaf of holomorphic functions, and $\mathcal{H}^*$ the sheaf of nonvanishing holomorphic functions. We have the exponential sequence
\[ 0 \to \mathbb{Z} \xrightarrow{2\pi i} \mathcal{H} \xrightarrow{\exp} \mathcal{H}^* \to 0 \]
which gives the exact sequence
\[ 0 \to H^0(X, \mathbb{Z}) \to \mathcal{H}(X) \to \mathcal{H}^*(X) \to H^1(X, \mathbb{Z}). \]

These two examples suggest that there might be something called $H^1(X, \mathcal{F})$ for $\mathcal{F}$ a sheaf that extends these exact sequences further to the right.

Example. We also have the following algebro-geometric example. Let $X$ be a smooth projective curve over an algebraically closed field $k$. Let $D$ be a divisor on $X$, and $P$ a point in $X$. From last semester, we have the short exact sequence
\[ 0 \to \mathcal{O}(D) \to \mathcal{O}(D+P) \to k_P \to 0 \]
where $k_P$ denotes the skyscraper sheaf at $P$. This gave the five-term exact sequence
\[ 0 \to \Gamma(X, \mathcal{O}(D)) \to \Gamma(X, \mathcal{O}(D+P)) \to k \to H^1(X, \mathcal{O}(D)) \to H^1(X, \mathcal{O}(D+P)) \to 0 \]

We want to mimic these examples for arbitrary sheaves of abelian groups. More precisely, we want to construct functors
\[ H^q(X, -): \{\text{sheaves of abelian groups on } X\} \to \{\text{abelian groups}\} \]
\[ \mathcal{E} \mapsto H^q(X, \mathcal{E}) \]
satisfying the following three properties:

1. $H^0(X, \mathcal{E}) = \Gamma(X, \mathcal{E}) = \mathcal{E}(X)$,
2. every short exact sequence $0 \to \mathcal{A} \to \mathcal{B} \to \mathcal{C} \to 0$ gives a long exact sequence
\[ \cdots \to H^q(X, \mathcal{A}) \to H^q(X, \mathcal{B}) \to H^q(X, \mathcal{C}) \to \delta \to H^{q+1}(X, \mathcal{A}) \to H^{q+1}(X, \mathcal{B}) \to H^{q+1}(X, \mathcal{C}) \to \cdots \]
3. The map $\delta$ above satisfies a naturality property (see Hartshorne, III.1).

Definition. Suppose the family of functors $H^q(X, -)$ exists. A sheaf of abelian groups $\mathcal{I}$ on $X$ is **acyclic** if $H^i(X, \mathcal{I}) = 0$ for all $i > 0$.

We show that such a family of functors will be uniquely determined by the data of which objects are acyclic, assuming that there are enough maps to acyclic objects.

Proposition. If $0 \to \mathcal{A} \to \mathcal{I} \to \mathcal{B} \to 0$ is exact and $\mathcal{I}$ is acyclic, then
\[ 0 \to H^0(X, \mathcal{A}) \to H^0(X, \mathcal{I}) \to H^0(X, \mathcal{B}) \to H^1(X, \mathcal{A}) \to 0 \]
is exact and $H^q(X, \mathcal{A}) \cong H^{q-1}(X, \mathcal{B})$ for $q \geq 2$.

Proof. Follows by the long exact sequence in property (2). \qed
**Definition.** A long exact sequence of sheaves of abelian groups on $X$ of the form

$$0 \rightarrow A \rightarrow I^0 \rightarrow I^1 \rightarrow I^2 \rightarrow \cdots$$

where the $I^q$ are acyclic is called an *acyclic resolution* of $A$. We often use the shorthand $0 \rightarrow A \rightarrow I^\bullet$ to denote an acyclic resolution.

We assume for now a technical lemma about the category of sheaves on $X$:

**Lemma.** For any sheaf $A$ of abelian groups on $X$, there exists an acyclic sheaf $I$ such that $A \hookrightarrow I$ is injective.

We can now state our theorem for the day:

**Theorem.** Let $A$ be a sheaf of abelian groups on $X$. Then, an acyclic resolution $0 \rightarrow A \rightarrow I^\bullet$ exists, and $H^q(X, -)$ is uniquely determined (up to isomorphism) on objects to be

$$H^q(X, A) \cong \frac{\ker(H^0(X, I^q) \rightarrow H^0(X, I^{q+1}))}{\text{Im}(H^0(X, I^{q-1}) \rightarrow H^0(X, I^q))}.$$  

**Remark.** Note that this theorem does not say anything about what $H^q(X, -)$ should do on morphisms; this will later be a consequence of property (3).

**Proof.** Define $A^0 := A$. By the Lemma, there exists an acyclic sheaf $I^0$ such that $A^0 \hookrightarrow I^0$. We now proceed inductively. Suppose $A^i, I^q$ exist. Let $A^{q+1} := \text{cok}(A^q \rightarrow I^q)$. By the Lemma again, there exists an acyclic sheaf $I^{q+1}$ such that $A^{q+1} \hookrightarrow I^{q+1}$. This gives short exact sequences

$$0 \rightarrow A^q \rightarrow I^q \rightarrow A^{q+1} \rightarrow 0$$

for every $q$, hence by the Proposition, we have the isomorphisms

$$H^q(X, A^0) \cong H^{q-1}(X, A^1) \cong \cdots \cong H^{q-i}(X, A^i)$$

for all $i > 0$, and for $i = 0$, the Proposition gives

$$H^1(X, A^{q-1}) \cong \text{cok}(H^0(X, I^{q-1}) \rightarrow H^0(X, A^q))$$

$$H^0(X, A^q) \cong \ker(H^0(X, I^q) \rightarrow H^0(X, A^{q+1})) = \ker(H^0(X, I^q) \rightarrow H^0(X, I^{q+1}))$$

where the last equality is by the fact that $H^0(X, A^{q+1}) \hookrightarrow H^0(X, I^{q+1})$. Combining these facts, we have

$$H^q(X, A^0) \cong \text{cok}(H^0(X, I^{q-1}) \rightarrow \ker(H^0(X, I^q) \rightarrow H^0(X, I^{q+1})))$$

$$\cong \frac{\ker(H^0(X, I^q) \rightarrow H^0(X, I^{q+1}))}{\text{Im}(H^0(X, I^{q-1}) \rightarrow H^0(X, I^q))}.$$  

Note that the short exact sequences used above can be chained together to form a long exact sequence as in the diagram

```
0 → A^0 → I^0 → T^0 → T^1 → T^2 → T^3 → ... → A^3 → 0
```

where the $A^q$ and $I^q$ are acyclic sheaves.
since by definition $A^q = \text{Im}(I^{q-1} \to I^q)$, and so the maps $0 \to A^0 \to I^0$ plus the maps in the middle row give an acyclic resolution $0 \to A \to I^\bullet$. Hence we have shown that we can compute the cohomology of $A^0$ as the cohomology of a complex of abelian groups. □

**Example.** On a smooth manifold of dimension $n$,

$$0 \to \mathbb{R} \to C^\infty \to \Omega^1 \to \Omega^2 \to \cdots \to \Omega^n \to 0$$

is an acyclic resolution of $\mathbb{R}$. Thus, the Theorem shows $H^q_{\text{DR}}(X, \mathbb{R}) \cong H^q(X, \mathbb{R})$.

March 11 – Defining sheaf cohomology via injective resolutions. (Note: in this section, all sheaves are sheaves of abelian groups)

Recall Leray’s theorem from last time: if $0 \to A \to I^0 \to I^1 \to \cdots$ is an acyclic resolution of $A$, then necessarily

$$H^q(A) \cong \frac{\text{Ker}(\Gamma(I^q) \to \Gamma(I^{q+1}))}{\text{Im}(\Gamma(I^{q-1}) \to \Gamma(I^q))} = H^q(0 \to \Gamma(I^0) \to \Gamma(I^1) \to \cdots).$$

We now address the issue of deciding which sheaves are acyclic.

**Definition.** A sheaf $I$ is injective if for any map $f: A \to I$ and any injection $i: A \to B$,
we may factor $f$ through $i$:

$$A \leftarrow i \to B \downarrow f \downarrow \quad I \downarrow \quad \circlearrowright$$

(i.e. we may “extend” $A \to I$ to some $B \to I$).

For comparison, in the category of abelian groups $\mathbb{Q}/\mathbb{Z}$ is an injective object.

**Theorem.** For any sheaf $A$, there is an injection $A \to I$ with $I$ injective.
(The same result holds for $\mathcal{O}_X$-modules and quasi-coherent $\mathcal{O}_X$-modules.)

This is often expressed by saying there are ‘enough injectives’ in the category of sheaves of abelian groups. As a corollary, we get:

**Corollary.** Any sheaf $A$ has an injective resolution

$$0 \to A \to I^0 \to I^1 \to I^2 \to \cdots.$$ 

To prove this, we simply find an injection $A \to I^0$, and then find $A^1 \to I^1$ where $A^1 = \text{Coker}(A \to I^0)$, and so on. With this, we can define sheaf cohomology:

**Definition** (Sheaf cohomology). For any sheaf $A$ and any injective resolution $0 \to A \to I^\bullet$, we define the sheaf cohomology $H^q(A)$ to be

$$H^q(A) = H^q(\Gamma(I^\bullet)).$$

(In particular, this definition implies that injective sheaves are acyclic. Some reasoning for why we would want this to happen is given below)

There is a notion dual to injective that is often more intuitive:
**Definition.** An object \( P \) is **projective** if, for any map \( f: P \to A \) and any surjection \( q: B \to A \), we may factor \( f \) through \( q \):

\[
\begin{array}{ccc}
P & \xrightarrow{f} & A \\
\downarrow & & \\
B & \xleftarrow{q} & A
\end{array}
\]

(i.e. we may “lift” \( P \to A \) to some \( P \to B \)).

**Remark.** Projective is ‘like’ free. In particular, free objects are always projective (or, in most categories?), and in the category of modules over a commutative ring, the projective modules are exactly the direct summands of free modules.

A hint that \( H^q(I) \) wants to be 0 for \( q \geq 1 \): given a short exact sequence

\[
0 \to I \xrightarrow{\alpha} B \xrightarrow{\beta} C \to 0
\]

with \( I \) injective, we can show that \( 0 \to \Gamma(I) \to \Gamma(B) \to \Gamma(C) \to 0 \) is exact. To see this, look at:

\[
\begin{array}{ccc}
I & \xrightarrow{\alpha} & B \\
\Downarrow & & \\
I & \xleftarrow{\pi} & B
\end{array}
\]

So by injectivity \( I \to B \) splits \( B = \text{Im}(\alpha) \oplus \text{Ker}(\pi) \), and \( \beta \) induces \( \text{Ker}(\pi) \xrightarrow{\sim} C \). Our sequence \( 0 \to I \to \text{Im}(\alpha) \oplus \text{Ker}(\pi) \to C \to 0 \) decomposes into two (very short) exact sequences

\[
0 \to I \to \text{Im}(\alpha) \to 0 \quad \text{and} \quad 0 \to \text{Ker}(\pi) \to C \to 0,
\]

and hence

\[
0 \to \Gamma(I) \to \Gamma(I) \oplus \Gamma(\text{Ker}(\pi)) \to \Gamma(C) \to 0
\]

is exact.

We still need to do the following:

- figure out what \( H^q \) is on morphisms \( A \xrightarrow{f} B \),
- check \( H^q(A) \) doesn’t depend on our choice of \( I^* \),
- check \( H^q(A \xrightarrow{f} B) \) doesn’t depend on choices \( A \to I^* , B \to J^* \),
- define the boundary map \( \delta \), and
- check the long exact sequence.

Until we do this, we’ll write \( H^q(A, I^*) \).

**Lemma.** Suppose we have a morphism \( A \xrightarrow{f} B \) and injective resolutions \( A \to I^* \) and \( B \to J^* \). Then we can extend this to a commutative diagram

\[
\begin{array}{ccc}
A & \xrightarrow{f} & B \\
\downarrow & & \\
I^0 & \xrightarrow{f^0} & J^0 \\
\downarrow & & \\
I^1 & \xrightarrow{f^1} & J^1 \\
\downarrow & & \\
\cdots & & \cdots
\end{array}
\]

**Proof.** \( A \to I^0 \) is an injection and we have a map \( A \to J^0 \). So we can extend by injectivity: Then \( I^0/A \to I^1 \) is injective and \( f_0 \) induces a map \( I^0/A \to J^1 \), so we can again extend to \( I^1 \xrightarrow{f^0} J^1 \) by injectivity. We then repeat this argument to finish the proof. \( \Box \)
With notation as above:

**Definition.** $H^q(f) : H^q(A, \mathcal{I}^\bullet) \to H^q(B, \mathcal{J}^\bullet)$ is the map $H^q(f) : H^q(\Gamma(\mathcal{I}^\bullet)) \to H^q(\Gamma(\mathcal{J}^\bullet))$.

We continue in our quest to check that things make sense with:

**Lemma.** If we have injective resolutions:

$$
\begin{array}{cccc}
A & \longrightarrow & I^0 & \longrightarrow & I^1 & \longrightarrow & \cdots \\
\downarrow f & & \downarrow g^0 & & \downarrow g^1 & & \\
B & \longrightarrow & J^0 & \longrightarrow & J^1 & \longrightarrow & \cdots 
\end{array}
$$

where the complex with vertical maps $g^\bullet$ commutes, and the complex with vertical maps $h^\bullet$ commutes, then there are maps $\int : I^{q+1} \to J^q$ such that $g^j - h^j = d \int - \int d$ for each $j$.

This lemma gives us a ‘chain homotopy’: which implies that $g^\bullet$ and $h^\bullet$ induce the same maps on cohomology by general homological algebra: given $\phi \in H^q(\Gamma(\mathcal{I}^\bullet))$, let $\tilde{\phi} \in \Gamma(\mathcal{I}^q)$ be some representative. Then $g^q(\tilde{\phi}) - h^q(\tilde{\phi}) = \int d\tilde{\phi} - d \int \tilde{\phi} = -d(\int \tilde{\phi})$ since $\tilde{\phi} \in \text{Ker}(d)$, and clearly $-d(\int \tilde{\phi}) \equiv 0$ in $H^q(\Gamma(\mathcal{I}^\bullet))$. Thus $g - h$ induces the zero map on cohomology, so we have $g = h$ on cohomology as claimed.

At this point, we know that $H^q(f) : H^q(A, \mathcal{I}^\bullet) \to H^q(B, \mathcal{J}^\bullet)$ is well defined. To see $H^q(A)$ is well-defined (independent of $\mathcal{I}^\bullet$), apply this with $f = \text{Id} : A \to A$. This gives $H^q(A, \mathcal{I}^\bullet) \to H^q(A, \mathcal{J}^\bullet)$. We also have a map the other way. Then

$$
\begin{array}{cccc}
A & \longrightarrow & T^0 & \longrightarrow & \cdots \\
| & & | & & \\
A & \longrightarrow & J^0 & \longrightarrow & \cdots \\
| & & | & & \\
A & \longrightarrow & I^0 & \longrightarrow & \cdots 
\end{array}
$$

and

$$
\begin{array}{cccc}
A & \longrightarrow & T^0 & \longrightarrow & \cdots \\
| & & | & & \\
A & \longrightarrow & T^0 & \longrightarrow & \cdots 
\end{array}
$$

induce the same map $H^q(A, \mathcal{I}^\bullet) \to H^q(A, \mathcal{J}^\bullet)$. So $H^q(A, \mathcal{I}^\bullet) \to H^q(A, \mathcal{J}^\bullet)$ and $H^q(A, \mathcal{J}^\bullet) \to H^q(A, \mathcal{I}^\bullet)$ are inverse, so in particular they are both isomorphisms.

**March 13 – Construction of hypercohomology.** Today we’ll talk about hypercohomology; this is an interlude, which should clarify some sheaf cohomology questions and help with what’s coming up. However, it will remain a side topic for us.

We’ll write $\mathbf{Comp}$ for the category of complexes of sheaves. That is, the objects are

$$
0 \to A^0 \to A^1 \to \cdots
$$
and the morphisms are given by vertical maps which make the diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & A^0 & \rightarrow & A^1 & \rightarrow & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & B^0 & \rightarrow & B^1 & \rightarrow & \ldots
\end{array}
\]

commute.

We’ll write \( \mathcal{H}^q(\mathcal{A}^\bullet) = \ker(\mathcal{A}^q \rightarrow \mathcal{A}^{q+1})/\im(\mathcal{A}^{q-1} \rightarrow \mathcal{A}^q) \) (Curly words⇒ Sheaves) Note that \( \mathcal{A}^\bullet \) is exact if and only if \( \mathcal{H}^\bullet(\mathcal{A}^\bullet) = 0 \). We have the notion of a \textit{quasi-isomorphism} of complexes:

\textbf{Definition.} A map \( f : \mathcal{A}^\bullet \rightarrow \mathcal{B}^\bullet \) is a \textit{quasi-isomorphism} if \( f \) induces isomorphisms \( \mathcal{H}^\bullet(\mathcal{A}^\bullet) \overset{f^*}{\rightarrow} \mathcal{H}^\bullet(\mathcal{B}^\bullet) \).

Here’s an important example of a quasi-isomorphism:

\textbf{Example.} Let \( \mathcal{A} \) be a sheaf, and let \( \mathcal{A}[0] \) be the complex \( 0 \rightarrow \mathcal{A} \rightarrow 0 \rightarrow 0 \rightarrow \ldots \). If \( 0 \rightarrow \mathcal{A} \rightarrow \mathcal{I}^\bullet \) is an injective resolution, then \( \mathcal{A}[0] \rightarrow \mathcal{I}^\bullet \) is a quasi-isomorphism: that is, the diagram

\[
\begin{array}{cccccc}
0 & \rightarrow & \mathcal{A} & \rightarrow & 0 & \rightarrow & 0 & \rightarrow & \ldots \\
\downarrow & & \downarrow & & \downarrow & & \\
0 & \rightarrow & \mathcal{I}^0 & \rightarrow & \mathcal{I}^1 & \rightarrow & \mathcal{I}^2 & \rightarrow & \ldots
\end{array}
\]

commutes.

A lemma we glossed over:

\textbf{Lemma.} Any complex \( \mathcal{A}^\bullet \) has a quasi-isomorphism to a complex of injective objects.

Now, define hypercohomology to be a functor \( \textbf{Comp} \rightarrow \textbf{Ab} \) satisfying:

- If \( f^* : \mathcal{A}^\bullet \rightarrow \mathcal{B}^\bullet \) is a quasi-isomorphism, then \( \mathbb{H}^q(f^*) \) is an isomorphism.
- If \( \mathcal{I}^\bullet \) is an injective complex, then \( \mathbb{H}^q(\mathcal{I}^\bullet) = H^q(\Gamma(\mathcal{I}^\bullet)) \).

For any complex \( \mathcal{A}^\bullet \), if \( \mathcal{A}^\bullet \rightarrow \mathcal{I}^\bullet \) is a quasi-isomorphism, then \( \mathbb{H}^q(\mathcal{A}^\bullet) = H^q(\Gamma(\mathcal{I}^\bullet)) \).

\textbf{Lemma.} (No harder than before) Let \( \mathcal{I}^\bullet \) and \( \mathcal{J}^\bullet \) be injective. If \( f \) and \( g \) are quasi-isomorphisms below, we get a quasi-isomorphism \( h \) in the following diagram:

\[
\begin{array}{ccc}
\mathcal{A}^\bullet & \rightarrow & \mathcal{I}^\bullet \\
\downarrow^g & & \downarrow_h \\
\mathcal{J}^\bullet
\end{array}
\]

\textbf{Lemma.} If \( \mathcal{I}^\bullet \overset{f}{\rightarrow} \mathcal{J}^\bullet \) is a quasi-isomorphism, then \( H^q(\Gamma(\mathcal{I}^\bullet)) \cong H^q(\Gamma(\mathcal{J}^\bullet)) \).

Using the first of these two, we can fill in the diagram:

\[
\begin{array}{ccc}
\mathcal{A}^\bullet & \rightarrow & \mathcal{I}^\bullet \\
\downarrow^g & & \\
\mathcal{B}^\bullet & \rightarrow & \mathcal{J}^\bullet
\end{array}
\]
if \( g \) and \( h \) are quasi-isomorphisms.

**Lemma.** If we have \( f^\bullet \xrightarrow{g^\bullet} j^\bullet \) and \( f^\bullet, g^\bullet \) induce the same map on \( H^\bullet \), then \( f^\bullet \) and \( g^\bullet \) are chain homotopic.

Now, suppose we have \( 0 \to A^\bullet \to B^\bullet \to C^\bullet \to 0 \) exact. That is, for all \( q \), \( 0 \to A^q \to B^q \to C^q \to 0 \) is exact. Then consider:

\[
\begin{array}{ccccccc}
A^0 & \xrightarrow{d} & A^1 & \xrightarrow{d} & A^2 & \xrightarrow{d} & \ldots \\
\downarrow{\alpha^0} & & \downarrow{\alpha^1} & & \downarrow{\alpha^2} & & \\
B^0 & \xrightarrow{d} & B^1 & \xrightarrow{d} & & & \ldots
\end{array}
\]

Define \( K^\bullet \) by \( K^i = A^i \oplus B^{i-1} \). We have a map \( K^\bullet \to C^{\bullet-1} \) by projecting \( K^q \) onto \( B^{q-1} \) then using the map to \( C^{q-1} \) from the short exact sequence, which is a quasi-isomorphism. So \( H^q(K^\bullet) \cong H^{q-1}(C^\bullet) \) and

\[
\begin{array}{ccc}
H^q(A^\bullet) & \xrightarrow{\cong} & H^q(B) \\
\downarrow{\cong} & & \downarrow{\cong} \\
& & H^{q+1}(K^\bullet)
\end{array}
\]

is functoriality.

To see how this relates to geometry, we have the below theorem by Grothendieck:

**Theorem** (Grothendieck\(^3\)). If \( X \) is a smooth finite type scheme over \( \mathbb{C} \), then

\[
H^q(X^{an}, \mathbb{C}) \cong H^q(\mathcal{O} \to \Omega^1 \to \Omega^2 \to \ldots)
\]

If \( X \) is affine, \( H^q(X, \mathbb{C}) = H^q(\Gamma(\Omega^\bullet)) \). If \( X \) is projective, we have:

**Theorem** (Hodge). \( H^k(X, \mathbb{C}) \cong \bigoplus_{p+q=k} H^q(X, \Omega^p) \)

**Example.** On a curve, the DeRham complex \( DR^\bullet \) is \( \mathcal{O} \to \Omega^1 \). We have a short exact sequence of complexes \( 0 \to \Omega^1[1] \to DR^\bullet \to \mathcal{O}[0] \to 0 \). That is:

\[
\begin{array}{cccc}
0 & \xrightarrow{d} & \Omega^1 & \xrightarrow{} \\
\downarrow & & \downarrow & \\
\mathcal{O} & \xrightarrow{d} & \Omega^1 & \xrightarrow{} \\
\downarrow & & \downarrow & \\
\mathcal{O} & \to & 0
\end{array}
\]

---

So we have a long exact sequence

\[
0 \longrightarrow 0 \longrightarrow H^0(X^{an}, \mathbb{C}) \longrightarrow \Gamma(\mathcal{O}) \longrightarrow \Gamma(\Omega^1) \longrightarrow H^1(X^{an}, \mathbb{C}) \longrightarrow H^1(X, \mathcal{O}) \longrightarrow H^2(X^{an}, \mathbb{C}) \longrightarrow 0
\]

When $X$ is projective, the snake maps are 0. (This is hard!)

**March 16 – Čech Cohomology.** We introduced Čech cohomology.

Given a continuous map $\phi : U \to X$ and a sheaf $\mathcal{E}$ on $U$, the push forward $\phi_*\mathcal{E}$ on $X$ is given by $(\phi_*\mathcal{E})(V) = \mathcal{E}(\phi^{-1}(V))$ for $V$ open in $X$.

Given an open cover $X = \bigcup U_i$, write $U_{i_0\cdots i_p} = U_{i_0} \cap \cdots \cap U_{i_p}$, and write $i_{i_0\cdots i_p} : U_{i_0\cdots i_p} \to X$ for the inclusion. For a sheaf $\mathcal{E}$ on $X$, define $\mathcal{E}_{i_0\cdots i_p} = (\mathcal{E}|_{U_{i_0\cdots i_p}})(\mathcal{E}|_{U_{i_0\cdots i_p}})$ so that $\mathcal{E}_{i_0\cdots i_p}(V) = \mathcal{E}(U_{i_0} \cap \cdots \cap U_{i_p} \cap V)$.

The Čech complex of $\mathcal{E}$ and $U$ is $\mathcal{E} \to \prod \mathcal{E}_{i_0} \to \prod_{i_0 < i_1} \mathcal{E}_{i_0i_1} \to \cdots$, with the map from $\mathcal{E}_{i_0\cdots i_p} \to \mathcal{E}_{i_0\cdots i_{p+1}}$ given by

\[
0 \quad \text{if } \{i_0, \cdots, i_p\} \not\subset \{j_0, \cdots, j_{p+1}\}
\]

\[
(-1)^r \nu_{U_{i_0\cdots i_{p+1}}} \quad \text{if } \{i_0, \cdots, i_p\} = \{j_0, \cdots, j_r, \cdots, j_{p+1}\}.
\]

**Theorem:** This is exact. (Hartshorne, Lemma III.4.2)

We have $H^q(X, \mathcal{E}_{i_0\cdots i_p}) = H^q(U_{i_0\cdots i_p}, \mathcal{E}|_{U_{i_0\cdots i_p}})$. If $\mathcal{E}|_{U_{i_0\cdots i_p}}$ is acyclic, then $H^q(X, \mathcal{E}) = H^q(\check{\text{Čech complex}})$.

Theorem (coming Friday): If $U$ is affine and $\mathcal{E}$ is a quasi coherent sheaf on $U$, then $H^q(U, \mathcal{E}) = 0$ for $q > 0$.

So in particular if we have affine covers whose $(p + 1)$-fold intersections are affine for all $p$ and $\mathcal{E}$ is quasi coherent, then we can compute cohomology using Čech complexes. Note that for a separated scheme $X$, the intersection of affines is affine.

**Example.** Let $X$ be a triangulated manifold, $I$ the set of vertices of the triangulation. For $i \in I$, set $U_i$ to be the union of the interiors of all faces (any dimension) containing $i$. Then $U_{i_0\cdots i_p} = \emptyset$ if $(i_0, \cdots, i_p)$ is not a face and $U_{i_0\cdots i_p}$ is contractible if $(i_0, \cdots, i_p)$ is a face. The Čech complex of $\mathcal{R}$ on $X$ with respect to $U_i$ is the cochain complex $C^\bullet(X)$ with respect to the triangulation. In particular, if $H^q(U, \mathcal{E})$ vanishes for $U$ contractible, then $H^q(X, \mathcal{E})$ is $H^q(\check{\text{Čech complex}})$.

**Example.** $\mathbb{P}^1 = U \cup V$ for $U = \text{Spec } k[x]$, $V = \text{Spec } k[x^{-1}]$. Then $U \cap V = \text{Spec } k[x, x^{-1}]$. The Čech complex for $\mathcal{O}$ with respect to the cover $(U, V)$ is $\mathcal{O}(U) \oplus \mathcal{O}(V) \to \mathcal{O}(U \cap V) \to 0 \to 0 \to \cdots$, where the map $k[x] \oplus k[x^{-1}] \to k[x, x^{-1}]$ is given by $(f, g) \mapsto f - g$. So $H^0(\mathbb{P}^1, \mathcal{O}) = k$, $H^1(\mathbb{P}^1, \mathcal{O}) = 0$.

**Example.** Work with the sheaf $\Omega^1$ on $\mathbb{P}^1$. $\nabla(U) \oplus \Omega(V) \to \Omega(U \cap V) \to \cdots$. The map $k[x] \cdot dx \oplus k[x^{-1}] \cdot x^{-2}dx \to k[x, x^{-1}] \cdot dx \to 0 \cdots$ is given by $(\alpha, \beta) \mapsto \alpha - \beta$. So $H^0(\mathbb{P}^1, \Omega) = 0$ and $H^1(\mathbb{P}^1, \Omega) = k \cdot x^{-1}dx$. 
March 18 – Examples of Čech cohomology computations.

**Example.** Let us compute the Čech cohomology $H^\bullet(\mathbb{P}^2, \mathcal{O})$ of the structure sheaf $\mathcal{O}$ on $\mathbb{P}^2$. $\mathbb{P}^2$ is covered by 3 copies of $\mathbb{A}^2$. If we write $\mathbb{P}^2 = \text{Proj } k[x, y, z]$, then the open sets are

$$\text{Spec } k\left[ \frac{x}{z}, \frac{y}{z} \right], \quad \text{Spec } k\left[ \frac{x}{y}, \frac{z}{y} \right], \quad \text{and } \text{Spec } k\left[ \frac{y}{x}, \frac{z}{x} \right].$$

Set $u = \frac{x}{z}$ and $v = \frac{y}{z}$, then the cover is

$$\text{Spec } k[u, v], \quad \text{Spec } k\left[ \frac{u}{v}, v^{-1} \right], \quad \text{and } \text{Spec } k\left[ \frac{v}{u}, u^{-1} \right].$$

The overlaps are

$$\text{Spec } k[u, v] \cap \text{Spec } k\left[ \frac{u}{v}, v^{-1} \right] = \text{Spec } k[u, v^\pm],$$

$$\text{Spec } k[u, v] \cap \text{Spec } k\left[ \frac{v}{u}, u^{-1} \right] = \text{Spec } k[u^\pm, v],$$

and

$$\text{Spec } k\left[ \frac{u}{v}, v^{-1} \right] \cap \text{Spec } k\left[ \frac{v}{u}, u^{-1} \right] = \text{Spec } k\left[ \frac{(u/v)^\pm}{u^{-1}}, u^{-1} \right].$$

Here, $u^\pm$ means that one must include both $u$ and $u^{-1}$. The triple overlap is

$$\text{Spec } k[u, v] \cap \text{Spec } k\left[ \frac{u}{v}, v^{-1} \right] \cap \text{Spec } k\left[ \frac{v}{u}, u^{-1} \right] = \text{Spec } k[u^\pm, v^\pm].$$

Then, the Čech complex is

$$\begin{array}{ccc}
    k[u^{-1}, \frac{u}{v}] & \rightarrow & k[u^\pm, v] \\
    \oplus & & \oplus \\
    k[u, v] & \rightarrow & k\left[ \frac{(u/v)^\pm}{u^{-1}}, u^{-1} \right] \rightarrow k[u^\pm, v^\pm] \\
    \oplus & & \oplus \\
    k[v^{-1}, \frac{u}{v}] & \rightarrow & k[v^\pm, u] \\
\end{array}$$

We compute that $H^0(\mathbb{P}^2, \mathcal{O}) = k$ and $H^1(\mathbb{P}^2, \mathcal{O}) = H^2(\mathbb{P}^2, \mathcal{O}) = 0$.

**Example.** Let us compute Čech cohomology $H^\bullet(\mathbb{P}^2, \Omega^2)$. This time the Čech complex is

$$\begin{array}{ccc}
    k[u^{-1}, \frac{u}{v}] & \rightarrow & k[u^\pm, v]du \wedge dv \\
    \oplus & & \oplus \\
    k[u, v]du \wedge dv & \rightarrow & k\left[ \frac{(u/v)^\pm}{u^{-1}}, u^{-1} \right]u^{-3}du \wedge dv \rightarrow k[u^\pm, v^\pm]du \wedge dv \\
    \oplus & & \oplus \\
    k[v^{-1}, \frac{u}{v}] & \rightarrow & k[v^\pm, u]du \wedge dv \\
\end{array}$$

We compute that $H^0(\mathbb{P}^2, \Omega^2) = H^1(\mathbb{P}^2, \Omega^2) = 0$ and $H^2(\mathbb{P}^2, \Omega^2) = k \cdot \frac{du \wedge dv}{uv} \simeq k.$
Example. The hyperelliptic curve $X$ is constructed by gluing the affine schemes

$$A = \text{Spec} \left( \frac{k[x, y]}{(y^2 = f_{2g+1}x^{2g+1} + \ldots + f_1x)} \right)$$

and

$$B = \text{Spec} \left( \frac{k[u, v]}{(v^2 = f_{2g+1}u + \ldots + f_1u^{2g+1})} \right),$$

where we glue $\{x \neq 0\}$ to $\{u \neq 0\}$ by $u = x^{-1}$ and $v = x^{-g-1}y$. Observe that

$$\frac{k[x, y]}{(y^2 = f_{2g+1}x^{2g+1} + \ldots + f_1x)} = k[x] \oplus k[x] \cdot y$$

and

$$\frac{k[u, v]}{(v^2 = f_{2g+1}u + \ldots + f_1u^{2g+1})} = k[u] \oplus k[u] \cdot v.$$

The Čech complex is $O(A) \oplus O(B) \to O(A \cap B)$, which becomes

$$(k[x] \oplus k[x] \cdot y) \oplus (k[x^{-1}] \oplus k[x^{-1}] \cdot x^{-g-1}y) \to k[x^\pm] \oplus k[x^\pm] \cdot y.$$

This breaks up into 2 complexes:

$$k[x] \oplus k[x^{-1}] \to k[x^\pm]$$

and

$$k[x] \cdot y \oplus k[x^{-1}] \cdot x^{-g-1}y \to k[x^\pm] \cdot y.$$

We compute that $H^0(X, O) = k$ and $H^1(X, O) \simeq k^9$, with basis $yx^{-1}, yx^{-2}, \ldots, yx^{-9}$. 